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Abstract
The report aims to guide information 

environment assessment (IEA) practitioners. 
This includes understanding the information 
environment and audiences, particularly in 
online campaigns, and covers necessary tech-
nical elements and legal factors.

Key questions addressed include: what 
artificial intelligence (AI) functions are essential 
for Strategic Communications? Which models 

need improvement? What is the projected 
future of AI in this field?

The report offers current knowledge to 
enhance practitioners’ ability to navigate an 
AI-driven information environment securely, 
efficiently and in line with legal requirements.

Understanding the role of 
StratCom in NATO

Strategic communications (StratCom), 
according to Allied Joint Doctrine for Strategic 
Communications (AJP-10 (2023), hereinaf-
ter AJP-10), is the command group function 
responsible for understanding the information 
environment (IE) across all relevant audienc-
es and, based on that understanding, using 
all means of communication—comprising 
actions, images and words—to appropriately 
inform and influence an audience’s attitudes 
and behaviours through a narrative-led and 
behaviour-centric approach in pursuit of the 
desired end state. In the NATO military context, 
StratCom handles the integration of communi-
cation capabilities and information staff func-
tion with other military activities, to understand 
and shape the IE in support of NATO strategic 
aims and objectives. 

NATO’s J10-Strategic Communications 
directorate (J10-StratCom) includes the infor-
mation staff function of Information Operations 
(Info Ops) and the communication capabil-
ities of Military Public Affairs (Mil PA) and 
Psychological Operations (PsyOps). In our 
research report, although the primary topic is 
the role of AI in StratCom, we have chosen to 
focus particularly on PsyOps because of the 
significant interplay between these areas. 

NATO PsyOps is based on true and 
factual information attributable to NATO or a 
concurring Ally, partner nation or organisation. 
The PsyOps staff within J10-StratCom exist 
only at and below the operational level and 
contribute to the commander’s decision-mak-
ing process. They advise on feasible PsyOps 
communication activities and the psychologi-
cal impact of planned actions, and they recom-
mend information and communication activities 
to be performed by PsyOps and non-PsyOps 
personnel and units to create effects in the IE. 
Within J10-StratCom the PsyOps staff provide 
five distinct functions:

1. Audience analysis

2. Psychological operations planning

3. Counter-hostile information and 
disinformation

4. Web operations

5. Combined joint psychological oper-
ations task force headquarters. 

In the next section of the report, an over-
view is provided on StratCom capabilities and 
functions focusing on specific PsyOps require-
ments and prerequisites.
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The social perspective: what is 
required

AI technologies, with their capabilities for 
data analysis, pattern recognition and predictive 
modelling, have become increasingly integral 
to the implementation of PsyOps in the digital 
realm. The ability of AI to target and customise 
messages based on individual psychological 

profiles can greatly enhance the impact of 
PsyOps. Furthermore, understanding how AI 
can be leveraged in PsyOps can provide crucial 
insights into AI’s broader role in StratCom, 
making this focus essential for a comprehensive 
exploration of the subject matter.

PsyOps requirements
To understand how AI can best support 

the functionality of PsyOps it is necessary 
to start by identifying vulnerable points in 
the standard procedures of these functions 
and investigating whether potential gaps can 
be addressed by AI-enabled solutions. Within 
this part of the report, gap analysis will be per-
formed on PsyOps processes and functions and 
types of PsyOps activities, and comparing them 
with similar functions used for civilian purposes.

Allied Joint Doctrine for Psychological 
Operations (AJP-3.10.1 (2015)), like AJP-10, 
outlines the requirement to define an audience 
that is to be targeted through PsyOps, which, 
in itself, highlights the need to understand the 
target and take it into account when crafting a 
PsyOps campaign. Research is carried out to:

 � Conduct baseline audience analysis1 
 � Identify targets and audiences 
 � Carry out target audience analysis 
(TAA)

 � Assess the success of individual 
campaigns. 

The purpose then for both information 
activities and PsyOps products most typically 
is a change in perception or behaviour.

The closest comparison to these func-
tions for civilian purposes is social marketing, 
which is a distinct marketing discipline refer-
ring primarily to efforts focused on influencing 
behaviours to improve health, prevent injuries, 

protect the environment and contribute to 
communities.2 For functions such as finding 
targets, performing TAA and evaluating the 
success rate of specific campaigns, usage of 
AI systems is widely known and accepted. Best 
practices and off-the-shelf tools can migrate 
from civilian purpose to military purpose. 
However, for such adaptation to be successful, 
the main differences between possible uses 
of AI systems for PsyOps and social marketing 
must be considered. 

 � The development of AI systems 
utilised for civilian purposes, espe-
cially after enactment of the Artificial 
Intelligence Act (see The legal per-
spective for more details)3, has more 
transparent innovation processes, 
allowing the broader public to follow 
AI advances, and AI developers to 
get and incorporate feedback more 
rapidly. Given the numerous sensitiv-
ities that must be kept in mind during 
the evolution of PsyOps campaigns 
for military purposes, such a quick 
turnaround is rarely possible. 

 � Success metrics for AI utilised for 
social marketing are widely discussed 
and understood, but those for 
PsyOps, again taking into account 
the sensitivity of such campaigns, 
are not as publicly discussed. More 
work is required when integrating AI 
systems into the military context, and 
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AI companies without sector-specific 
knowledge are limited in what they 
can innovate with PsyOps in mind. 

 � Social marketing metrics are more 
straightforward—measurables for a 
social media campaign, for example, 
could be post engagements and how 
those translate to sales. With PsyOps 
the measurable variables can still be 
engagements with material; however, 
it is harder to quantify the action (or 
inaction) performed by the target in 
response to the campaign. 

By understanding these differences 
and applying the necessary adjustments, AI 
systems that have proven themselves in a 
civilian social marketing context can be carried 
over to the military sector and used to improve 
the function of PsyOps campaigns.

To carry out gap analysis and under-
stand the utility of AI systems within PsyOps, 
an overview of the various IEA tools that are or 
can be relevant in PsyOps will be provided in 
the following sections. 

Target audience analysis
Table 1 presents a collection of defini-

tions and explanations pertaining to the con-
cept of TAA as defined by NATO doctrines. 
TAA is a critical component of StratCom, in-
volving a detailed examination of intended au-
diences to achieve desired effects. The diversi-
ty in definitions reflects the nuances in 
interpreting TAA across different contexts. 
Each entry in this table comprises the source of 
the definition, the term or concept used by that 
source, and the respective definition or expla-
nation. Allied Joint Doctrine for Joint Targeting 

(AJP-3.9) states that special care should be 
taken in the targeting process to consider 
possible unintended consequences, while 
aiming to achieve the maximum desired effect. 
When applied to audiences, it defines the ex-
amination of potential targets for information 
activities, to determine importance, priority 
and the means required to obtain a desired ef-
fect. To achieve this, audience segmentation is 
necessary. The following section will look at 
this process more closely.

TABLE 1. Definitions of target audience analysis

Source Term/concept Definition/explanation 

AJP-10 Target An area, infrastructure, object, audience or organisation against which 
activities can be directed to create desired effects.

AJP-10 Audience An individual, group or entity whose interpretation of events and 
subsequent behaviour may affect the attainment of the end state.

Note: the audience may consist of publics, stakeholders and actors.

AJP-10 Target audience 
analysis

The focused examination of targeted audiences to create desired 
effects.

AJP-3.9 Joint targeting 
requirements 

Joint targeting involves taking actions in one or more of the operation-
al domains, using all capabilities available, against a target, to create 
an effect in one or more of the physical, virtual, or cognitive dimen-
sions. […] The use of some capabilities that create nonlethal effects 
requires the same type of special considerations because, while they 
may reduce the potential for death and physical destruction, their 
improper or untimely use also may have unintended consequences 
that are detrimental to creating the desired effects. (AJP-3.9, p. 1-3)

<TABLE 1 near here>
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Audience segmentation
Segmenting an audience means dividing 

it according to different parameters, to identify 
smaller groups that present certain character-
istics. The easiest and most common way to 
do so is by using demographics: distinguishing 
audience members by parameters such as 
gender, age, education and so on. 

However, using demographics as a 
primary basis for segmentation has been de-
scribed as ‘error-ridden to the degree that the 
correlation between demographics and the ac-
tual determinants of the behaviour are imper-
fect. […] The argument for using demographics 
is fundamentally based on complex causal 
relationships: that shared education, race, and 
cultural factors equate to common life experi-
ences that will tend to engender similar moti-
vations and situational constraints.’4 Academic 
research generally agrees in asserting that 
demographic variables alone are of limited 
value in identifying audience segments that 
are homogeneous with respect to expected 
behaviour.5 With regard to PsyOps, audience 
segmentation based on demographics is use-
ful. However, to cover potential vulnerabilities, 
additional segmentation methods must be in-
troduced, such as:socio-economic parameters

 � geography
 � access to information channels
 � authority/orientation
 � values/triggers
 � locus of control.6

In recent years the ability of technolo-
gy to collect, process and provide actionable 
insights into audience data has revamped 
interest in audience segmentation. In addi-
tion to demographic indicators, psychosocial 
factors are increasingly being considered; 
examples include targeted advertisements and 
messages based on linking personality traits to 
consumer behaviour.7 Given these advances in 
audience segmentation, for further analysis 
two questions must be posed:

 � Is it possible to gather a personality pro-
file without delivering proper testing?

 � How much can a personality profile (pro-
file information, interests, engagement 
behaviour and other features) indicate a 
person’s expected behaviour?

We address both questions later in this 
report. 

Construct validity
Construct validity pertains to the extent 

to which the inferences drawn from the meas-
urements in research can be justifiably applied 
to the conceptual frameworks that underpin 
those measurements. The question is: are the 
variables measured the best choice to give the 
desired results? 

Establishing construct validity requires 
three essential components: unidimensionality, 
reliability and convergent/discriminant validi-
ty.8 In short:

 � Unidimensionality involves demon-
strating that a group of observed 
measures is linked to a single 

underlying construct and not to any 
other construct.

 � Reliability concerns the extent to 
which a measurement produces 
consistent or stable results; this quality 
is negatively related to the extent to 
which a measure is contaminated by 
random error.

 � Convergent validity evaluates how 
well different methods of measuring 
a particular variable generate similar 
results; discriminant validity assesses 
the extent to which measures of 
distinct latent variables are unique. 
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In other words, for the measure to 
be considered valid, the variance in 
the measure should reflect only the 
variance attributable to its intended 
latent variable (and not to other latent 
variables). 

For effective audience engagement, it 
is essential to include specific considerations 
in the TAA process. While this evaluation 
remains a primary duty for analysts, AI tools 
are not meant to replace them but act as a 
‘force multiplier’ to enhance their efforts. 
These AI-driven tools should be transparent, 
ensuring analysts can easily comprehend 
how a particular graph or data representation 
is generated. The case of sentiment analysis 
clearly illustrates this point. This feature is 
present in most tools supporting TAA, and 

often consists of a feature that assesses senti-
ment on a bidimensional scale (negative–pos-
itive).9 Yet, emotion is a complex dimension. 
The lack of clarity that follows the use of a 
single score to represent multidimensional 
constructs has been identified as an invalidat-
ing factor in social science research in general, 
and in psychology in particular.10 An analyst’s 
job is to understand the possibilities offered by 
the tools available, and to take responsibility for 
the methodology that will be chosen. The posi-
tive aspect is that the ‘black box’ understanding 
is slowly evolving among communities, institu-
tions, governments and policymakers, as they 
increasingly recognise the realistic expecta-
tions and limitations of AI-driven technologies, 
rather than being swayed by media hype and 
exaggerated promises.

Fundamental attribution error
The methodology11 of ‘psychographic 

profiling’ can be boiled down to a five-factor 
model of personality traits.12 The tacit assump-
tion here is that personality traits are the 
most important predictor of human behaviour. 
Correctly recognising a person’s traits will 
therefore enable opinion shift, persuasion or 
behaviour change (in simpler terms, manip-
ulation). There is reason to believe that such 
methodology is oversimplified. In the field of 
social psychology, fundamental attribution 
error describes a cognitive bias in which 
observers tend to overestimate dispositional 
and personality-based reasons for an actor’s 
behaviour, while underestimating the impact 
of situational and environmental factors.

Any modus operandi based on the 
sole observation of dispositional causes taps 
directly into this bias. There tends to be more 
comfort in attributing an actor’s behaviour to 
their character traits rather than to situational 
influences.13 When someone’s personal traits 
are overemphasised as the explanation for 
their behaviour, any forecasting is equally 
distorted.14 While the weight of this bias vis-
à-vis the actual effects of personality traits is 

contested,15 it is worth considering whether 
such an approach brings more benefit or harm 
in the pursuit of designing a campaign suited 
for a specific target. There is research indicat-
ing that marketing campaigns based on psy-
chometrics are more effective than those that 
do not employ audience segmentation based 
on these principles.16 However, that does not 
mean that an approach based on the gather-
ing of psychometric data is necessarily the 
superior method of audience segmentation, 
as such techniques are often portrayed to be.

A comprehensive TAA therefore 
extends beyond simply understanding demo-
graphics and psychographics. External factors 
can significantly shape the behaviour17 and 
perceptions of audiences, necessitating their 
inclusion in any thorough analysis.18 Such 
factors encompass a wide range of elements, 
including the political landscape, cultural 
norms, socio-economic conditions and sig-
nificant global events. Behavioural models 
which consider the impact of external factors 
on audiences can be considered for TAA. 
These include the capability-opportunity-mo-
tivation-behaviour model (COM-B model) for 
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behavioural change,19 with its focus on capa-
bility, opportunity and motivation being able 
to capture these complexities, acknowledging 
that the surrounding environment (opportunity) 
plays a significant role alongside individual 
capabilities and motivations.

To this end, AI and automation offer 
substantial benefits for behavioural models 
for TAA. Machine learning algorithms can be 
trained to sort through vast amounts of data, 

identifying patterns and trends that would be 
challenging and time-consuming for humans 
to discern.20 Natural language processing (NLP) 
can help analyse sentiment and attitudes from 
social media posts or survey responses, giving 
insight into both individual motivations and 
the larger societal context.21 AI can help make 
sense of demographic and psychographic data, 
alongside crucial external factors,22 providing 
a more holistic understanding of the audience 
and enhancing the effectiveness of StratCom.

Operationalising the variables
Keeping in mind the caveat outlined 

above regarding the potential oversimplifi-
cation of methodologies which overempha-
sise personality traits as the explanation for 
behaviour, it is, however, possible to consider 
how TAA tools can be made more effective. In 
short, this is achieved by operationalisation, 
that is, by turning abstract conceptual ideas 
into measurable observations. Through oper-
ationalisation, data can be systematically col-
lected on processes and phenomena that are 
not directly observable. This is the case for atti-
tudes that are routinely investigated through 
TAA. For example, while the popularity of a 
narrative cannot be gauged directly, metrics 
are available to keep track of how much a story 
spreading that narrative is popular in the IE. 

The process of operationalisation 
involves three steps: identifying the main con-
cepts, choosing a variable to be assigned to 
each concept and selecting indicators for each 
of these variables. The risk, for PsyOps, is that 
such a process might be carried out only ‘once 
and for all’, crystallising a structure that needs 
continuous readjustment to be effective. In 
practice, this means measuring only certain indi-
cators because they represent the most easily 
available ones, those that were used previously 
and that are better understood by analysts.

Ideally, operationalisation should inform 
the segmentation of audiences. It could be 
useful to consider best practices in marketing. 
For a market segmentation scheme to support 

public engagement campaigns, it must have 
five qualities:

1. Segments should be different, with 
members within a segment sharing 
enough similarities to be targeted 
with the same strategy.

2. Segments should align with the 
campaign’s goals.

3. Segments should be sizable 
enough to warrant the effort to 
target them.

4. It should be possible to identify 
individuals’ segment status.

5. The campaign organisation must 
be able to target at least one of the 
segments, possibly requiring adjust-
ments to its structure or systems.23

What is described above should be an 
integral part of the audience targeting process. 
Better targeting means better execution of the 
PsyOps campaign. However, this process is 
also a potential source of mistakes, reverber-
ating through the whole campaign. It is para-
mount to ensure that we are measuring what 
we set out to measure in the first place: in other 
words, it is necessary to ensure construct va-
lidity for the indicators we chose. We will now 
consider this issue in more detail.
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When we fail, why do we fail?
When the targeting process fails, with 

regard to audiences, how does that happen, 
and why? It can be useful to consider at which 
level the failure takes place. 

One reason to consider is the difference 
in speed of innovation and turnover when com-
paring military and civilian sectors –because 
of, for example, sensitive information, that is 
true not only for AI system innovation, but also 
in broader contexts. Considerable difference 
between sectors can also be found in the 
availability of resources. 

Previous publicly discussed PsyOps 
campaigns have failed because the targeting 
process was not nuanced enough. However, 
better dashboards and more statistical data 
were not what were required—in fact, there 
were objections to the overreliance on these 
tools at the expense of human contact.24 While 
in abstract terms it is hard to argue against 
more sophisticated TAA tools, a risk con-
nected to their use in practice is that this will 
come at the expense of investing in other forms 
of research. Budget constraints might force a 
choice between investing in AI-powered TAA 
tools or carrying out focus groups and face-to-
face interviews. 

Introducing the behaviour model: 
COM-B as a framework for TAA

In the context of TAA in NATO StratCom, 
the COM-B model for behaviour change serves 
as an insightful framework for understanding 
key factors influencing the audience, moving 
beyond demographic and psychographic un-
derstanding.25 Using this model, the audience’s 
capability, opportunity and motivation, in the 
context of the desired behaviour change, serve 
as vital components guiding the design of more 
effective messages and campaigns. AI can 
further enhance this process by automating cer-
tain aspects of the analysis and providing da-
ta-driven insights.26 For instance, AI-driven NLP 
and sentiment analysis tools can assess public 

opinion, while machine learning algorithms can 
identify patterns and trends in large data sets. 

By understanding the capabilities, oppor-
tunities and motivations of the audience, and 
leveraging recently developed AI capabilities, 
NATO communicators can more efficiently 
design StratCom campaigns that resonate 
with their audience and successfully influence 
behaviour to achieve the desired objectives. 
We will now introduce the definitions of the key 
components of the COM-B model—capability, 
opportunity and motivation—within the context 
of TAA.27

Capability
Capability refers to the audience’s psy-

chological and physical capacity to engage 
in the desired behaviour. Understanding the 
audience’s knowledge, skills and abilities is 
crucial for developing effective messages 
and interventions. Three separate processes 
can be done in TAA to identify the audience’s 
capabilities: (a) identify the audience’s current 

knowledge, skills and abilities related to the 
desired behaviour change; (b) assess the gaps 
and barriers that may prevent the audience 
from adopting the desired behaviour; and (c) 
develop communication strategies to address 
these gaps and barriers, including educational 
materials, training and resources.
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Opportunity 
Opportunity involves the external factors 

that affect the audience’s ability to engage in 
the desired behaviour, such as social influences 
and the environmental context. Three separate 
processes can be done in TAA to identify the 
opportunities of the audience: (a) identify the 
social, cultural and environmental factors that 
influence the audience’s behaviour; (b) assess 
how these factors may promote or hinder the 
desired behaviour change; and (c) develop 
communication strategies that address these 
factors, such as creating supportive social 
networks or modifying the environment. 
Within the opportunities the communication 
channels must be identified that the audience 
trusts and uses regularly. Assessing the spe-
cific information consumption behaviour of an 

audience is vital, particularly in diverse, mul-
tilingual and multicultural societies. Different 
audience segments may use different channels 
to consume information and may have distinct 
preferences and behaviours within those 
channels. Therefore, to ensure effective com-
munication and increase the likelihood of the 
campaign message being received, it is crucial 
to understand these behaviours and channel 
preferences at a granular level. Moreover, 
identifying barriers to behaviour changes 
within the audience is also an essential step 
in formulating an effective campaign strategy. 
Once these barriers are identified, strategies 
can be developed to overcome them, thereby 
making the campaign more successful.

Motivation
Motivation refers to the audience’s 

conscious and unconscious mental process-
es that drive their behaviour. Understanding 
the audience’s beliefs, values and emotions 
is essential for crafting persuasive messages 
and interventions. Three separate processes 
can be done in TAA to identify the motivations 
of the audience: (a) identify the audience’s 

beliefs, values and emotions related to the 
desired behaviour change; (b) assess how 
these factors may promote or hinder the adop-
tion of the desired behaviour; and (c) develop 
communication strategies that leverage or 
address these factors, such as appealing to 
shared values or using emotional appeals. 

Overview
While the COM-B model can guide the 

identification of what needs to change for a be-
haviour to occur, it does not provide specific 
guidance on how to bring about these changes. 
The key is to use the audience behavioural in-
sights gained from the COM-B analysis to inform 
the development of tailored strategies that ad-
dress the specific barriers and facilitators need-
ed to invoke a change in audience behaviour. 

In the context of comprehensively un-
derstanding and applying the COM-B model to 
TAA, it is important to examine how data can be 
employed to inform each facet of this behaviour 

model—capability, opportunity and motivation. 
Table 2 shows a summary of this process, 
interrelating various categories of data and 
their sources—whether online or offline—with 
different facets of audience behaviour. Here, 
we briefly touch on the role of AI in facilitating 
data collection, processing and interpretation to 
discern intricate patterns and trends. The linking 
of various data types and sources with the di-
verse behavioural aspects of the audience that 
each source seeks to study and measure offers 
a practical demonstration of the COM-B model 
in action within TAA, while introducing how AI 
could aid this process.
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Audience 
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Su
rv

ey
 d
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a 

Online survey data Online AI can aid in the creation and distribution of online 
surveys, and in analysis of responses to assess 
audience attitudes, beliefs, goals and values. This 
includes clustering or segmenting audiences based 
on various demographic, socio-economic and 
psychographic characteristics.

Capability

Opportunity

Motivation

In-person survey data Offline
Census data

Publicly available 
statistics

U
sa

ge
 d

at
a

App usage data

O
nl

in
e

AI can identify patterns in usage, such as the most 
commonly used features, and the times of day when 
the app is most used. This provides insights into users’ 
skills and knowledge, and their preferences and 
habits. AI can also help in the real-time collection of 
data, triggering certain actions based on user behav-
iours or providing personalised recommendations.

Capability
Website interaction 
data

AI can analyse how users navigate through a website, 
which pages they visit, how much time they spend 
on each page, etc. By identifying patterns in data, 
AI can help in understanding aspects of websites 
users find most useful or engaging. Anonymised 
web traffic metadata can be turned into quantifiable 
measures of attention to individual narratives, topics 
and themes.‡

Ed
uc

at
io

na
l 

da
ta

Educational records

O
ffl

in
e

AI can be used to identify correlations and trends to 
indicate a population’s capabilities. CapabilityCompetency 

assessments

H
ea

lth
 d

at
a

Medical records

O
ffl

in
e

AI can be used to analyse medical records to 
gain insights into an individual’s or a population’s 
physical and mental capabilities. AI can extract key 
information from structured and unstructured data, 
such as diagnosis codes or physician notes. AI can 
also automate the collection of data by interfacing 
with electronic health record systems and pulling 
relevant data for analysis. §

Capability
Health assessments

O
bs

er
va

tio
na

l d
at

a

Direct observation

O
ffl

in
e

NLP can be used to analyse observers’ notes, or 
computer vision can be used to analyse photos or 
other visual data. For example, sentiment analysis 
could be applied to observers’ notes to quantify 
emotional responses, or image recognition could be 
used to identify patterns or anomalies in visual data.

Capability

Opportunity 

Motivation

Video/audio 
recordings

Object detection, facial recognition, gesture recogni-
tion and emotion detection can be used to gain in-
sights from video data. Emotion detection algorithms 
can be used to infer people’s responses to different 
stimuli or situations, providing valuable insight into 
their capabilities. Recognition software can identify 
individuals in video footage. Object recognition can 
list the different elements present in a scene. Speech 
recognition can transcribe spoken words in audio or 
video recordings. Sentiment analysis can evaluate 
the emotional tone of those words.

Environmental studies AI-enabled devices can be used to collect environ-
mental data like temperature, noise levels or air qual-
ity. This data can provide insights into the physical 
aspects of the environments where the audience live 
or work, which may influence their behaviour. 

Ethnographic studies AI can analyse text, visual and auditory data 
collected.
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ne Usage of AI†
Audience 
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Q
ua
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at

iv
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da
ta

Interview transcripts

O
ffl

in
e

AI can be used to analyse transcripts. Text analytics, 
sentiment analysis and topic modelling techniques 
can extract key themes, emotional tones and 
specific points of interest. For instance, sentiment 
analysis can identify positive or negative sentiments 
in interview transcripts, while topic modelling can 
identify common themes that emerge in focus group 
discussions. AI can help streamline this traditionally 
labour-intensive process and add objectivity to the 
analysis.

Capability

Motivation

Focus group 
discussions

Open-ended survey 
responses

Online media

O
nl

in
e

NLP can be used to understand the tone and emo-
tional context of news articles, social media posts 
and other forms of media. Content analysis can 
be done, identifying trends and patterns and how 
topics or groups are represented in the media.

Opportunity

Motivation

C
ul

tu
ra

l i
ns

ig
ht

s 
da

ta
 

Academic research

O
ffl

in
e

NLP can be used for topic modelling, to aid under-
standing of cultural dynamics that affect the oppor-
tunities available to the audience. 

Opportunity

Motivation

Ethnographic studies NLP can be used to analyse interview transcripts, 
field notes and other text-based data to identify 
themes, sentiments and patterns. Computer vision 
can be used to analyse visual data like photographs 
or videos, to aid understanding of cultural factors.

Media analysis

O
nl

in
e 

or
 

of
fli

ne

See ‘Online media’ analysis above. This can reveal 
cultural biases and norms that may influence the 
opportunities available to the audience, and their 
motivation.

So
ci

al
 m

ed
ia

 
da

ta

Publicly available 
posts and comments 
on platforms (X 
(Twitter), Facebook, 
Instagram, Telegram, 
VK, TikTok, etc.)

O
nl

in
e

NLP can be used to analyse sentiments and stances 
to gauge public opinion, attitudes and emotions 
related to topics.

Motivation

* All data types listed are relevant to IEA elements.

† Based on the complexity of the data presented above, AI can be used for text analysis, natural language un-
derstanding, data categorisation and classification, trend identification, insights generation and natural language 
generation. However, for non-textual data types like health data, usage data or educational records, large language 
models (LLMs) may not be directly applicable. These might need more specialised models or algorithms designed 
for numerical or categorical data analysis. Yet, LLMs can support interpreting or communicating the results of these 
analyses.

‡ Contributed by Predata.

§ The discussion of AI’s potential use in analysing health data is hypothetical and not practised by the NATO StratCom 
COE, with all theoretical applications being considered in strict compliance with GDPR standards.

TABLE 2. Integrating COM-B and AI in TAA: a classification of data sources and their applications 
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Example: TAA in a marketing company’s digital 
advertising campaign

In the rapidly evolving digital landscape, 
the marketing industry has consistently been 
at the forefront of harnessing data for TAA: its 
advanced methodologies provide invaluable 
insights into audience engagement, making it 
an exemplary sector to delve into for under-
standing the intricacies of TAA. For an appli-
cable illustration, we explore the scenario in 
which a typical marketing company conducts 
TTA while orchestrating a digital advertising 
campaign.28 The goal is to underline the rele-
vance of data-driven decision-making within 
diverse business ecosystems, and the objec-
tive is to promote comprehension and influ-
ence attitudes about its suite of services across 
various sectors. A thorough understanding 
of the audience’s capability, opportunity and 
motivation is vital for effective execution. AI 
is central to TAA, serving as a key component 
from data collection to the analysis of various 
stages in the process.

In appraising the capability and motiva-
tion of the audience, AI tools can parse through 
both online and offline data sources: online data 
includes survey responses, social media inter-
actions and website engagement metrics, while 
offline data consists of interview transcripts, 
feedback from focus groups and field research 
data. These sources provide an understanding 
of public awareness of the company’s services 
and the audience’s beliefs, values and emo-
tional responses to data-driven decision-mak-
ing. NLP is applied to analyse qualitative and 
textual data for nuanced insights. The oppor-
tunity for the audience is scrutinised to identify 
and analyse social, cultural and environmental 
factors that could influence audience engage-
ment. This again involves examining both 
online data—which includes public statistics, 
market reports and industry-specific digital 
content, allowing for audience segmentation 
based on demographic and socio-economic 
characteristics—and offline data sources, con-
sisting of ethnographic studies, market surveys 
and field studies conducted using AI-enabled 
devices to collect environmental data. These 

are collectively enriching the understanding of 
cultural dynamics and potential opportunities 
for engagement.

The knowledge derived from this 
AI-aided TAA directly informs the design of a 
StratCom campaign. The campaign produces 
customised messages to engage specific 
audience segments, with the intent to close 
understanding gaps, leverage cultural norms, 
and appeal to values and emotions linked to 
data-driven decision-making. Post-campaign 
evaluations use both online and offline data 
sources. Online feedback is gathered through 
surveys and social media sentiment analysis to 
find out if there is a positive shift in business 
perception regarding the company’s services in 
various industry sectors. Offline data, including 
focus group discussions and one-on-one inter-
views, is used to affirm the online sentiment 
analysis results. Increased engagement with 
content related to data-driven decision-making 
on the company’s digital platforms is then used 
as a measurement of the effectiveness of the 
digital advertising campaign.

Transitioning from the commercial 
context of a marketing campaign to the more 
specific domain of PsyOps, there are underly-
ing commonalities between these two domains. 
The above exploration of a marketing compa-
ny’s AI-enabled digital advertising campaign 
serves as a practical demonstration of how ele-
ments of TAA can be employed to shape public 
perception and attitudes. An effective PsyOps 
strategy requires comprehensive insight into 
the audience’s knowledge, abilities, environ-
mental factors and internal drive to behave in 
certain ways. It is through this understanding 
that messages and campaigns can be formu-
lated to resonate, evoke desired reactions and 
ultimately influence behaviour in audiences. 

For the process to be effective, the use 
of AI is crucial. AI offers the ability to gather 
meaningful information quickly and enhance 
the overall results. To enhance the efficacy of 
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influence campaigns, understanding the 
digital environment, especially social media 
platforms, is essential. Alongside a deep 
understanding of the audience from the 
COM-B analysis, it is equally important to have 
a technical grasp of how these platforms func-
tion. The combination of audience insights and 
technical platform knowledge can significantly 
increase the impact of an influence campaign. 

Before initiating a campaign, it is beneficial to 
have a clear understanding of the workings 
of social media platforms, their revenue gen-
eration methods and their algorithms. Such 
knowledge ensures improved content delivery, 
increased audience engagement and effective 
navigation of the digital realm, all of which are 
vital for strategic information operations.

Technical prerequisites of a 
successful campaign

Understanding communication platforms 
in campaign design with the focus on web oper-
ations, grasping the platforms’ functionality, 
revenue models and algorithms, allows for the 
optimisation of content and messaging, ensuring 
greater reach and engagement with the intend-
ed audience. This comprehensive knowledge 
empowers campaign planners to navigate the 
digital landscape effectively, using platform-spe-
cific dynamics to achieve desired goals in the 
realm of information operations.29 For example, 
highly redacted open-source Twitter source 
code reveals a fraction of algorithm details and 
ranking parameters, which could potentially 
be exploited by both malicious actors and gov-
ernment/military campaigners to manipulate 
public discourse and launch targeted influence 
campaigns (in much the same way as advertis-
ing marketers).30 In addition to thorough audi-
ence research, a deep understanding of social 
media algorithms is essential for crafting the 
most effective online campaigns. Open-source 

code enables a deeper comprehension of 
these algorithms, allowing for more strategic 
content creation. Overall, deep research of 
individual platform-targeting mechanisms is 
highly necessary to reach the desired targets 
in the most cost-effective way, whether 
through recommendation mechanisms used 
by ad frameworks or automated channel mes-
saging mechanisms like Telegram bots.

In the following sections, we will delve 
into the technical prerequisites necessary for 
orchestrating a successful campaign. We will 
expound on various facets of IEA, illustrating 
their roles and importance in the broader 
scheme. Further, we will reveal how the latest 
advances in AI can not only support these 
elements but also significantly enhance their 
efficacy. This integration of AI with IEA forms 
a powerful synergy that can be further har-
nessed in PsyOps.

Borrowing useful tools from IEA
Choosing the most effective current 

AI models and using innovative AI systems 
is a crucial aspect of influence campaigns. 
However, we must not overlook the unprece-
dented pace at which AI systems are evolving. 
It is imperative to focus not just on technol-
ogy, and in this context we advocate for a 
process-oriented approach designed with 

flexibility at its core. By building processes 
that are model-agnostic, we can create a 
‘plug-and-play’ framework that allows for easy 
integration of new and improved models as 
they become available. This approach not only 
ensures our influence campaigns remain at 
the forefront of technological advancements 
but also allows for continual refinement and 
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optimisation of the processes involved, creat-
ing a sustainable and adaptable system.

For a clearer understanding, we will 
walk through different technical tools used in 
IEA. We will show how to combine these tools 

to efficiently support operations. To make our 
examples relevant, we have drawn from the 
digital IE during the early stages of Russia’s 
invasion of Ukraine.

Hashtags and entities
Hashtags are key markers in social 

media platforms used to categorise and link 
related content. They play a vital role in the IEA 
by enabling the tracking of discussions, senti-
ments and trending topics related to specific 
themes or issues. By analysing hashtags, ana-
lysts can gain insights into narratives, identify 
influencers and understand the dynamics of 
discussions across different platforms. Thus, 
hashtags serve as crucial navigation tools in 
the vast and complex information landscape, 
helping to assess and interpret the pulse of the 
digital environment.

Many social media listening tools use 
donut charts to visualise the share of top trend-
ing hashtags on different social media plat-
forms. For a practical example we looked at 
data from X (formerly Twitter) between 1 January 
and 1 February 2022 (Figure 1) and between 
24 February and 24 March 2022 (Figure 2), 
preceding and following the Russian invasion 
of Ukraine. Figure 1 shows that the top three 
hashtags refer to cryptocurrency (#bitcoin), the 

English Premier League (#mufc) and COVID-19 
(#covid). Notice there is already some discus-
sion about the Russia–Ukraine situation 
during this period, as related hashtags show 
up in the top ten list. Compare this to the chart 
in Figure 2, corresponding to the weeks after 
the start of the invasion on 24 February, which 
shows a huge bump in activity for these 
hashtags.

The hashtags #ukraine, #russia and 
#nato accounted for 25 per cent of online 
activity during this period. Therefore, public 
interest shifted away from COVID-19 following 
the start of the war. 

Another aspect when considering 
hashtags is that these conversation handles 
are prone to hijacking, which is the practice 
of co-opting a popular or trending hashtag to 
divert attention to an unrelated topic or agen-
da. This disruptive tactic can dilute the original 
message, cause confusion and even damage 
reputations. Large language models (LLMs) 
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FIGURE 1. Top hashtags, 1 January – 1 February 
2022 (sample size 5.5m)
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provide a sophisticated solution to identify 
and combat hashtag hijacking. By employing 
historical analysis, these models can also 
recognise common hijacking patterns, aiding 
in the development of proactive strategies to 
protect the integrity of online conversations. 

In addition to usage pattern analysis 
(seeing a sudden spike in usage of a hashtag), 
here is how an LLM might help identify instanc-
es of narrative/hashtag hijacking:

 � Content analysis: LLMs can aid 
in detecting shifts in topics and 
narratives behind a hashtag. In other 
words, the reasoning capabilities of 
a model help analyse the content 
of posts using a hashtag, allowing 
identification of unrelated topics when 
they diverge from the original subject. 
Similarly, comparing recent posts with 
the historical usage of the hashtag 
could further confirm that the original 
purpose had been hijacked.

 � Sentiment/stance/intent/support 
analysis: more sophisticated stance 
and sentiment analysis has the 
potential to detect a shift from positive 
to neutral or even negative sentiments 
when analysing communications on 
social media.

By flagging these inconsistencies, 
LLM-powered tools can alert moderators or 
automated systems to take action, such as 
removing the unrelated posts or even banning 
the offending accounts. The same goes for 
politically or issue-related hashtags, as may be 
used by militaries and governments.

This is important in the context of this 
report because analysts now have the capac-
ity to detect changes in public interest and 
the surrounding topic categories of interest, 
and to assess clusters of related social media 
accounts and actors. Analysts are then able to 
focus efforts on those posts corresponding to 
the hashtag of interest and further apply NLP 
models such as named entity recognition (NER) 
and sentiment classification.

NER is a component of information 
extraction that detects and categorises named 
entities in text into set groups like persons, 
organisations, locations, times and quantities. 
NER is a crucial aspect in information retriev-
al, question answering and content summa-
risation. By pinpointing these specific data 
points in large volumes of text, NER provides 
structured understanding and context, thereby 
enhancing the efficiency of data analysis. In the 
context of an online campaign, NER enables 
more effective tailoring of messaging strate-
gies, for instance by recognising key persons, 
organisations or locations within specific topic 
discussions that resonate among groups of 
interest, thus improving the impact and reach 
of the campaign.

However, the approach is not without 
its limitations. Factors such as language spe-
cifics and biases in training data, including the 
underrepresentation of certain geographic 
locations, individuals or other entities, can 
affect the model’s effectiveness. Nonetheless, 
the advent of LLMs has promised (at least the-
oretically) to mitigate part of these challenges. 
Even though LLMs are powerful and, in many 
cases, multilingual, employing techniques like 
few-shot learning (using the AI model’s rea-
soning capabilities for prediction/classification 
tasks etc. by showing a small sample of exam-
ples), as well as carefully defining the entities 
being sought, can help improve results.

Another important aspect is that LLMs, 
like GPT-4, are trained on a vast array of sourc-
es, incorporating a more comprehensive un-
derstanding of languages and contexts. Manual 
entity linking (e.g. capital of Estonia = Tallin) can 
be learned by the model. Careful and respon-
sible use of these models in tools can be an 
invaluable asset for international research and 
analysis, where consistency across languages 
is crucial. Experiments show that this tech-
nology, though progress is as yet incomplete, 
continues to accelerate in performance.31
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Challenges with sentiment analysis: from polar 
sentiment towards directional sentiment

A sentiment classification model takes a 
document as input and produces a label that 
indicates the author’s sentiment towards the 
content, based on the language used. More 
advanced modelling also allows for a more 
nuanced analysis, to include degrees of sen-
timent such as hostility, support and hate (and 
many more) towards extractable entities. 

For simple experiments we used a trans-
former model32 designed specifically for the 
task of classifying text into positive, negative or 
neutral according to the author’s sentiment 
towards the content. Figure 3 shows the break-
down by sentiment for the top three hashtags 
on X/Twitter during the first four weeks after 
the start of the full-scale Russian invasion.

Content expressing negative sentiment 
is the most frequent for all three hashtags. Of 
the three, #ukraine has a slightly higher (6 per 
cent) share of content with positive sentiment 
compared to #russia (5 per cent) and #nato 
(4.5 per cent). We could further track attributes 
of the various kinds of content such as source 
domain (the platform the content was scraped 
from), source location (the ‘stated’/defined 

location of the account posting the content) 
and source language (the language of the 
content detected using a language detection 
model).

There is a problem in that positive/nega-
tive/neutral classification by itself is not inform-
ative. It gives only the broad perspective of the 
overall sentiment. However, especially when 

negative
27.68% #nato

13.11%

positive
0.59%

negative
7.76%

positive
1.98%

neutral
4.76%

neutral
15.31%

#russia
37.22%

#ukraine
49.66%

neutral
18.98%

negative
19.94%

positive
3.01%

FIGURE 3. Sentiment of content, 24 February –  
24 March 2022 (sample size 1.5m)

<FIGURE 3 near here>

FIGURE 4. Sentiment towards Putin (sample size 1m)
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dealing with understanding specific conversa-
tions of various audience segments, it is 
important to estimate and thus understand the 
audience’s attitude or opinion towards a spe-
cific topic or named entity. This is done by 
combining entity detection and sentiment 
estimation by training a model that does both 
(Google Cloud NLP provides entity sentiment 
analysis33 capability for a limited number of 
languages) or by doing sentiment estimation 
on specific text segments where the named 
entity is mentioned. Figure 4 shows an 
example of how such a model can be used to 
track sentiment towards an entity of interest 
(Putin) along the time dimension. 

As a practical example, the line plots 
of a data sample consisting of over 1 million 
documents (tweets, blogs, posts) drawn from 
various sources between February 2022 
and March 2023 present a graphic visualis-
ation of the number of documents express-
ing positive, negative or neutral sentiment 
towards Putin. Negative sentiment towards 
Putin was the highest at the start of the war 

(i.e. February–March 2022). It tapered down 
steeply and started plateauing around May 
2022. There are some noticeable spikes there-
after, such as around September–October 
2022, February–March 2023 and in July–
August 2023. Positive sentiment is low (n = 73K 
out of 1m documents) throughout this period. 
Neutral sentiment had a similar trajectory 
to negative sentiment, indicating that in any 
given sub-interval of time, public opinion was 
split at a similar proportion between negative 
and neutral sentiment. These trends can be 
correlated with major events in the war to gain 
further insights. 

In this way on social media we can 
detect accounts and groups of accounts that 
post negatively or positively towards a specific 
named entity, such as Putin, Zelenskyy, NATO 
or US President Joe Biden’s visit to Ukraine.
Such an approach can help IEA teams to detect 
coordinated behaviours online. 

Now, to gain deeper insights, we can use 
LLMs to estimate whether posts, news articles, 

<FIGURE 4 near here>

Defining the task You are an advanced text processing model. Your task is to determine the sentiment towards 
the following entities: 
[NATO; 
Latvia and the Latvian military; 
Ukraine and the Ukrainian military; 
Russia and the Russian military].

Describing the 
reasoning

The European Union (EU), the United States of America (US) are the West. Give results on a 
scale of −1 to 1, where −1 is extremely negative, 0 is neutral and 1 is extremely positive. In the 
event the named entities are not explicitly mentioned and cannot be implied, return 99 for NA. 
Additionally, write down who is the villain, aggressor in the narrative if applicable. 

Ensuring that the 
model will reason 
based on the data

Carefully consider the examples as well as the narrative titles—sometimes the examples may 
posit the narrative of the opposite side and refute it.

Defining the output Finally, indicate scores from 0 to 1 to show how relevant the topic is to assessing the political 
and security implications in Europe, NATO, Russia, the Baltics and the West in general. Scores 
are always from 0 to 1, where 0 is not relevant and 1 is extremely relevant.
E.g., a narrative about the weather in Ukraine would be 0, a narrative about the war in Ukraine 
would be 1. 
Do not print any introduction, simply return your answer in the specified format:
Latvia&Baltics: FLOAT\nNATO: FLOAT\nUA: FLOAT \nRU: FLOAT \nWest: FLOAT\
nRelevance: FLOAT\nAggressor: STR 
Repeat for each narrative (if more than 1).

TABLE 3. GPT-4 prompt to extract the relevance of a news article or social media post
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transcriptions of TV/radio broadcasts, podcasts 
or videos support or oppose specific topics and 
narratives. For this example we designed the 
GPT prompt shown in Table 3.

We executed this prompt on every news 
article in our example dataset so that each 
news article for the respective news domain 
would have a vector with five float numbers. 
Once finished, we computed an average value 
for each news domain and visualised the 
results using the coloured heatmap as shown 
in Figure 5. The example dataset consists of 
1.5K news articles mentioning ‘Latvia’ and 
shows AI estimated support for or disagree-
ment with news domains vs a specific topic/
entity as described in the prompt in Table 3. 
We sorted the data by the Latvia&Baltics 
column to show news domains that strongly 

disagree with the statements related to Latvia 
and the Baltic States. Notice the neutrality and 
support for Russia-related topics and negativi-
ty towards the West. 

The experiment indicates the presence 
of two distinct information spheres, each with 
differing narratives and values. This phenom-
enon can be analysed through the simple 
structuring of prompts, revealing underlying 
biases and the complex interaction of informa-
tion in the region. The contrast between these 
two spheres reflects regional tensions and 
may also be indicative of broader international 
dynamics that must be considered while de-
signing a campaign.

In an analogous way the communi-
cation of various audience segments can 

<TABLE 3 near here>

<FIGURE 5 near here>

FIGURE 5. Heatmap of the average estimated support/opposition scores by GPT-4 where the estimated 
relevance to the topic is above 0.5. Zero filled missing values indicate that within the chosen sample 
there were no relevant topics mentioned in the text of news articles for a specific news domain

source Latvia&Baltics NATO RU UA West

russian.rt.com -0,3 0 -0,5 0 0

altapress.ru -0,3 0 -0,6 0 0

radiosputnik.ria.ru -0,333 0 0,133 0 0

finance.rambler.ru -0,35 0 -0,5 0 0

aif.ru -0,373 0 -0,1 0,171 -0,04

vm.ru -0,375 0 -0,367 0,133 -0,45

mk.ru -0,375 0 -0,025 0 -0,3

rusonline.org -0,4 0 0,4 -0,8 -0,5

ryb.ru -0,456 0 0,189 -0,5 -0,4

nakanune.ru -0,5 0 -0,5 0 -0,5

putin-today.ru -0,5 0 0,5 0 -0,5

theins.ru -0,5 0 1 -1 -0,5

fishki.net -0,5 0 -0,633 0 0

rg.ru -0,567 0 0,467 0 -0,2

belta.by -0,583 -1 0,667 -0,125 -0,675

vz.ru -0,6 0 0,233 0,2 -0,2

mpsh.ru -0,75 0 -0,025 0,033 -0,563

pnp.ru -0,8 0 0,2 0 0

segodnia.ru -0,8 0 0,2 0 -0,5

russiapost.su -0,8 0 0,35 -0,7 -0,9
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be analysed. If social media post timelines 
of identified individuals are available, LLM-
enabled tools can help to find the ones that 
support or oppose a specific campaign, for 
example. It is expected that the better the 
reasoning capabilities of the model are, the 
greater will be the increase in zero-shot and 
few-shot learning capabilities.

Finally, an important aspect to mention 
is the challenge of controlling the LLM outputs 
(output consistency and therefore reliability). 
We can demonstrate this by executing the 
same query from Table  3 on a single Latvian 
news article34 in the Latvian language. We use 
GPT-4 and GPT-3.5-turbo-16k (hereinafter, 
GPT-4 and GPT-3.5, respectively) models 
without any modifications, 100 times per 
model. Figure 6 shows box plots of the estimat-
ed support variables in defined topics and 
overall relevance. The experiment shows high 
variation for both models; however, the GPT-3.5 
model with very high variation introduces 
scores for topics related to NATO and UA, 
whereas GPT-4 does not. Also, GPT-4 seems to 

be more consistent and confident that this 
article is negative towards Russia and almost 
neutral or positive towards West. However, the 
GPT-3.5 model struggles with estimating 
stance towards the West and gives a very wide 
range of values. When estimating article rele-
vance to the overall topic of our interest, both 
perform almost equally. High variation ques-
tions the reliability and consistency of the 
results and raises the question of the difficulty 
of controlling current LLMs.

Overall, GPT-3.5 is still an appealing 
model due to (1) its large data context, as well 
as (2) its speed and (3) its cost. But it requires 
much more careful data cleaning and result 
validation when compared with the more 
expensive GPT-4 if data is processed using 
prompt engineering only, without fine-tuning 
the model for a specific use case. 

But can we at this point fully rely on the 
current generative AI capabilities? The short 
answer is no! However, there is immense 
potential in using them to filter the data, to 

<FIGURE 6 near here>
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generate summaries and as zero/few-shot 
classifiers. Large-scale open-source and com-
mercial models have limited effectiveness, 
particularly in languages with minimal support. 
Therefore, when military organisations and 
governments consider employing LLMs to 
comprehend non-English information environ-
ments, they must tackle not only performance 
challenges but also ensure data privacy and 
security concerns are properly managed. 
This is essential to thoroughly recognize and 
address the capability gaps in multilingual and 
multimodal contexts.

It is vital to understand that the draw-
backs presented arise from simple prompting 
and can be mitigated or significantly reduced 

in two steps: by incorporating representative 
examples in the prompt, and by fine-tuning a 
large model for a narrow task.35 Also, these 
solutions tend towards the more commercial 
side in promising to respect the company’s 
data. We may speculate that more research 
organisations and social media analytics com-
panies will be able to use such models on more 
sensitive data.36 Although the OpenAI API inter-
face promises not to use any data for human-
in-the-loop operations, sending sensitive data 
on remote servers is prohibited. Therefore, 
especially for military purposes using open-
source LLMs such as Llama 2,37 Bloom Big 
Science38 and others must be considered as 
these and similar models play an increasing 
role in today’s data processing pipelines. 

From topics to narratives
The rise of social media and blogs makes 

it challenging to filter important data in the IE. 
Identifying the main messages or narratives39 is 
key for analysts who study online discussions 
that include multiple languages and types of 
data. When narratives are evaluated alongside 
fact-checked information, it becomes possible 
to identify and study disinformation campaigns. 
Understanding narratives is also crucial for 
assessing the effectiveness of communication 
campaigns, especially when integrated with 
technical methods like trend analysis, NER and 
sentiment analysis. Approaches to identify and 
analyse narratives vary. A possible example 
of AI-driven automated narrative extraction is 
explained by Sadler.40 

The general design requires filtering 
out irrelevant or outdated content. The pro-
cess begins by gathering data and generating 
contextual text/image embeddings (each doc-
ument, text chunk or even image is processed 
using a specific machine learning model and 
turned into a numerical feature vector called an 
embedding vector) using cutting-edge embed-
ding vector generators.41 These embeddings 
help group relevant documents together using 
an agglomerative (hierarchical) clustering algo-
rithm to form clusters that represent possible 

raw narratives42 related to specific stories. 
Then a filter should be subsequently applied 
to these clusters to retain only documents 
containing argumentative or factual informa-
tion and meeting readability standards. This 
filtering step removes content with relevant 
hashtags or keywords but lacking meaningful 
context, as well as content that doesn’t contrib-
ute to the narrative. Finally, clusters exceeding 
a specific size threshold can be presented to 
the end user as suggested emerging narra-
tives. Users can then explore these narratives 
based on their individual needs and interests, 
providing a structured view of the initial infor-
mation space. However, LLMs can be used 
here also to summarise the contents of each 
cluster and extract the higher-level messages 
as narratives using generative AI capabilities. 
To achieve this, there are multiple options to 
choose from OpenAI models with a 16K or 
even 32K token context window (sometimes 
referred to as a data context window),43 or 
Anthropic with a 100K data context window. 
Meta’s recently released Llama and Llama 2 
models, together with many other open-source 
LLMs, open new possibilities to develop pri-
vacy-respecting tools to achieve performance 
like that of commercial ones maintained by big 
tech companies.
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Network analysis
In the context of this report, we also 

want to emphasise the network analysis that 
has been widely used to understand and cat-
egorise the spread of evolving content on 
social media. By modelling relationships 
between entities such as individual accounts, 
hashtags or domains as nodes and their inter-
actions as connections, various networks 
such as retweet and co-hashtag networks can 
be analysed, revealing low-density and 
high-sparsity networks with complex commu-
nity structures. Overall, metrics like network 
density and edge weight, along with centrality 
metrics like in-degree and PageRank centrali-
ty, are widely applied to understand the prop-
erties of the social network. Furthermore, 
these structures allow us to identify the rela-
tionships of social media accounts and behav-
iours, and, more importantly, coordinated 
behaviours. In studying the Russia-Ukraine 
war retweet data (Figure 7), communities and 
influential users were identified using the 

Louvain method and k-core decomposition 
algorithm. The visualisation of these communi-
ties underscores the significance of micro-tar-
geting, given the distinct beliefs, behaviours 
and information patterns of individuals within 
each community.

Network analysis is crucial for compre-
hending dynamics within social media online 
communities. By identifying accounts and com-
munities, generative AI models can distinguish 
content-based patterns and detect hostile nar-
ratives like those from pro-Kremlin or Chinese 
media agencies. This goes beyond content 
filtering; it entails analysing connections, 
influencers and information diffusion. Using 
algorithms that evaluate network structure and 
content, hidden affiliations or disinformation 
campaigns can be revealed. Such insights aid 
in formulating strategies against disinforma-
tion, fostering transparency and reinforcing 
democratic values in owned communications.

FIGURE 7. Retweet network (1 January 2022 – 1 May 2023), with colour coding indicating Louvain 
communities

<FIGURE 7 near here>
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Deriving insights from surveys, interviews and focus 
groups

The IEA elements outlined in AJP-10 
provide a structured framework to understand 
the broader information environment. The 
combined strength of insights from surveys, 
interviews and focus groups, paired with online 
and social media data, can be directly mapped 
to these IEA elements, offering a holistic 
understanding of the audiences’ perceptions, 
beliefs, motivation and behaviour. Interviews 
delve deeper into the qualitative aspects of 
IEA, shedding light on the underlying motiva-
tions, cultural nuances and cognitive biases 
that influence information consumption and dis-
semination. Deploying surveys to a cross-sec-
tion of target demographics can provide quan-
titative metrics that gauge the effectiveness 
of communication campaigns. For example, 
post-campaign surveys can assess recall rates, 
sentiment towards the message and even the 
propensity for the audience to act on the com-
municated information. In a digital age, these 
surveys can also track the source of the audi-
ence’s information—for example, if they gained 
awareness of the campaign from an X post, a 
YouTube ad or an Instagram story. This allows 
communication strategists to allocate resourc-
es more effectively to platforms yielding the 
highest impact.44 StratCom often aims to evoke 
emotions or inspire actions. Individual inter-
views help decipher the ‘why’ behind observed 
behaviours from online data. For instance, if 
analytics from a Facebook campaign reveal 
high engagement but low conversion, inter-
views might unearth that, while the content 
was engaging, the call to action was not com-
pelling enough, or there were barriers to the 
next step.45 Focus groups can be particularly 
insightful when launching new communication 

campaigns or evaluating existing ones. By 
observing the dynamics of group discussions, 
dominant narratives, shared viewpoints or con-
tentious issues can be identified. For example, 
if a teaser for a new campaign is released to 
a focus group, the collective feedback, both 
positive and negative, can offer invaluable 
insights before a full-scale roll-out. The group 
setting might also mirror discussions happen-
ing organically in online communities or social 
media platforms.46 

In tandem, LLMs can be instrumental in 
various stages of survey research. In designing 
the survey instrument, LLMs can aid in crafting 
well-phrased and consistent questions and 
suggesting optimal response options to gauge 
respondents’ opinions. They can revolutionise 
sampling by selecting representative samples 
and proposing suitable techniques for recruit-
ing participants, even employing conversation-
al AI for intelligent interviewing. When it comes 
to data cleaning and management, LLMs can 
ensure more accurate and consistent survey 
data by spotting inconsistent selections, 
low-quality entries and errors. Innovations like 
ChatGPT’s Code Interpreter plugin have even 
been utilised to automate data analysis, em-
ploying statistical and qualitative methods to 
uncover insights. Finally, LLMs can streamline 
reporting and dissemination by summarising 
findings, creating visualisations and crafting 
presentations or written reports. Their ability 
to implement data science code can further 
enhance the accessibility and comprehension 
of the results, illustrating the potential of LLMs 
to add efficiency, accuracy and sophistication 
to the entire survey process.47
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Multimodal perspectives
In exploring another aspect of LLMs, we 

examined the multimodal functions of ChatGPT 
and Google Bard by requesting descriptions of 
a set of images. Unfortunately the current ver-
sions cannot process images with humans or 
human faces due to implemented security 
guardrails (safety mechanisms) that would 
greatly benefit visual content processing in-
centives. The tested models also refused to 
describe images of burning military vehicles 
and graphic content. Two example descriptions 
are shown in Figure 8.

Images with complex symbols, less 
known geographic locations and so on may 

result in confident yet incorrect results (hal-
lucinations), so human review is essential. 
Despite being in their initial stages, multi-
modal capabilities show promise and are 
anticipated to be integrated into social media 
analytics platforms. This progression allows 
for broader analyses, though the technology 
is still evolving. As it advances, these capa-
bilities may provide a fresh approach to tar-
geted communication, aligning with NATO’s 
goals and underscoring the importance of 
continuous improvement.<FIGURE 8 near here>

ChatGPT: 

The image is a black and red emblem. At 
its centre, there’s a menacing skull with a 
crosshair target encompassing its forehead. 
Around the skull, written in a circular manner, 
are the words ‘PMC Wagner Group’ at the 
top and the Cyrillic text ‘Группа Вагнера’ 
(translated as ‘Group Wagner’) at the bottom. 
There are also two white stars on either side 
of the circular text. The emblem conveys a 
militant or paramilitary symbolism.

ChatGPT:

The image is a satirical illustration styled 
similarly to ‘The Simpsons’ animated series. 
It features a caricatured man, presumably a 
representation of a political figure, writing on 
a chalkboard. The repeated phrase on the 
chalkboard is ‘I will not fire missiles towards 
Poland anymore.’ The repetition mimics a 
common trope from ‘The Simpsons’ where 
Bart Simpson writes lines on a chalkboard as 
a form of punishment. On the wall, there’s a 
framed image of a cartoon character, and a 
clock showing the time. A trash bin filled with 
crumpled paper can be seen nearby. The 
caption at the bottom reads ‘image used for 
illustration purposes only’, suggesting that 
the image is making a humorous or critical 
commentary on a political or current event.
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Google Bard (with incorrect description 
underlined in red): 

The image you sent shows a skull with a cross 
in the center. The skull is wearing a helmet 
with the word ‘Wagner’ on it. The Wagner 
Group is a Russian private military company 
that has been accused of committing war 
crimes in Ukraine.

The image can be interpreted in a number 
of ways. It could be seen as a symbol of 
the death and destruction that the Wagner 
Group has caused in Ukraine. It could also be 
seen as a warning to the Wagner Group that 
their actions will not be tolerated.

Google Bard: 

The image you sent shows a cartoon of a man 
writing on a blackboard. The man is wearing 
a military uniform and has a swastika arm-
band on his arm. The blackboard is covered 
in writing, but the only words that are clear 
are ‘I will not fire missiles at Poland anymore.’

The image is likely a reference to the recent 
accusations that Russia has been preparing 
to fire missiles at Poland. The image is a 
warning to Russia that such an attack would 
be met with severe consequences.

The image is also likely to evoke 
a range of emotions in viewers, including 
anger, sadness, and disgust. It is a powerful 
reminder of the human cost of war and the 
need to hold those responsible for atrocities 
accountable.

Here is a more creative interpretation 
of the image:

The image is a memento mori, a 
reminder of our own mortality. The skull rep-
resents death, the cross represents hope. 
The helmet with the word “Wagner” on it 
represents the forces of darkness.

The image is a warning to those 
who would seek to do harm to others. It is a 
reminder that we are all connected, and that 
our actions have consequences. It is a call to 
action to stand up against evil and create a 
better world.

The image is also likely to evoke 
a range of emotions in viewers, including 
anger, disgust, and fear. It is a powerful 
reminder of the dangers of war and the need 
to stand up against aggression.

Here is a more creative interpretation 
of the image:

The image is a metaphor for the power 
of words to change the world. The man with 
the swastika armband represents the forces 
of darkness and hatred. The blackboard rep-
resents the power of truth and justice.

The image is a reminder that we all 
have the power to speak out against evil and 
create a better world. It is a call to action to 
stand up for what is right, even in the face of 
danger.

Figure 8. ChatGPT and Google Bard descriptions of two images
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Fusing everything together
In this section we will explore the inte-

gration of various elements to form a coherent 
strategy. The use of AI in targeted StratCom 
campaigns is no longer a novel concept but an 
essential tool. The focus will be on how AI can 
enhance pre-campaign planning, streamline 
campaign execution and provide comprehen-
sive post-campaign analysis, all within the 
bounds of responsible and ethical use. This 
toolbox aims to elevate communication effec-
tiveness and adapt to the dynamic landscape 
of information dissemination.

Building upon the relationship between 
AI technologies and StratCom, particularly in 
PsyOps, a systematic approach is essential for 
enhancing the effectiveness of communication 
campaigns.48 This approach is detailed in 
Figure 9 (columns titled ‘Campaign Stages’ and 
‘Campaign Phases’). The pre-campaign phase 
starts with Strategic Campaign Planning, where 
the foundation for the entire campaign is set by 
outlining clear objectives and strategies. This 

is closely followed by Target Audience Analysis, 
which ensures that the campaign’s messages 
are tailored to resonate with the intended 
audience. Concluding the pre-campaign 
phase, the Campaign Intervention Strategy is 
crafted, providing a detailed roadmap for the 
forthcoming interventions.

Transitioning to the during-campaign 
phase, the Intervention step actualises the 
strategies and ensures alignment with the 
insights gathered about the audience. Once 
the campaign has run its course, the post-cam-
paign phase commences with the Measure of 
Effectiveness (MOE). This phase is pivotal for 
evaluating the campaign’s impact, analysing its 
outcomes and measuring its overall success. 
In dynamic campaigns that adapt in real time, 
both the Intervention and MOE steps can be 
conducted simultaneously during the cam-
paign’s progression. This structured approach, 
encompassing pre-campaign, during-cam-
paign, and post-campaign phases, ensures 

<FIGURE 9 near here>

Campaign Stages Campaign Phases

Strategic 
Campaign Planning

Target  Audience 
Analysis

Pre-Campaign

C
am

pa
ig

n Baseline MOE

Campaign 
Intervention Strategy

During-Campaign

Post-Campaign Intervention and MOE

Topic Modelling

Narrative Extraction

Sentiment Analysis

Structuring 
Unstructured Data

Modelling Target 
Audience

Content Generation

G
en

er
at

iv
e 

AI
AI Tools

FIGURE 9. Summary of usage of AI tools in various stages of a StratCom campaign
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that communication interventions, especially 
those leveraging AI and PsyOps insights, are 
both impactful and adaptive to the dynamic IE.

The utilisation of specific AI tools can 
significantly enhance the effectiveness of com-
munication campaigns across various phases 
(see Figure 9). In the Strategic Campaign 
Planning phase, Topic Modelling aids in iden-
tifying prevalent themes and subjects within 
vast data sets, ensuring that the campaign’s 
focus aligns with current trends and inter-
ests. Narrative Extraction complements this 
by pulling out dominant stories or narratives 
from the data. Sentiment Analysis gauges the 
emotional tone behind the data, helping strat-
egists understand public sentiment towards 
particular topics, which is crucial for shaping 
the campaign’s messaging. Lastly, Structuring 
Unstructured Data organises the vast amounts 
of information, making it more accessible and 
actionable for campaign planners.

As the campaign moves to the Target 
Audience Analysis phase, Modelling Target 
Audiences would help create detailed pro-
files of the intended audience segments. This 
tool, combined with the insights from Topic 
Modelling, Narrative Extraction and Sentiment 
Analysis, ensures that the campaign’s messages 
are tailored to resonate with the intended audi-
ence. For the Campaign Intervention Strategy, 
the focus shifts to crafting actionable plans: 
Modelling Target Audiences provides insights 
into how different audience segments might 
react to various interventions, guiding the strat-
egy formulation. Content Generation, being a 
subset of Generative AI, plays an important role 
here, helping strategists devise content that is 
not only relevant but also engaging.

During the Intervention phase, Content 
Generation can be used to create real-time 
content that aligns with the campaign’s 
objectives. Tools like Topic Modelling and 
Narrative Extraction continuously monitor the 
IE, ensuring that the campaign remains rele-
vant. Sentiment Analysis provides real-time 
feedback on public sentiment, allowing for 
timely adjustments. Lastly, in the MOE phase, 
the campaign’s impact is assessed. Topic 

Modelling and Narrative Extraction help in 
understanding the post-campaign discourse, 
while Sentiment Analysis gauges the emo-
tional impact of the campaign. Structuring 
Unstructured Data organises post-campaign 
data for analysis, and Modelling Target 
Audiences assesses how different audience 
segments reacted to the campaign.

Building upon the comprehensive 
capabilities of AI tools in campaign manage-
ment, it is essential to delve deeper into the 
transformative potential of Generative AI, and 
particularly LLMs. At its core, Generative AI 
is designed to create and generate content, 
patterns or data that was not previously in 
its training set, making it a powerful tool in 
StratCom. As shown in Figure 9, when con-
sidering the functions of the AI tools listed, 
Generative AI’s capabilities can be harnessed 
to perform and even enhance many of these 
tasks. For instance, in Topic Modelling, not 
only can Generative AI identify prevalent 
themes but it can also predict emerging top-
ics based on current trends. With Narrative 
Extraction it can generate potential narratives 
or storylines that might resonate with a tar-
get audience, based on the data it has been 
trained on. For Sentiment Analysis, beyond 
just gauging the emotional tone, Generative 
AI can predict how certain content might be 
received emotionally by different audience 
segments. When it comes to Structuring 
Unstructured Data, Generative AI can organ-
ise and even fill in gaps within data sets, mak-
ing predictions based on patterns it identifies. 
In Modelling Target Audiences, Generative 
AI can create detailed and dynamic audience 
profiles, adapting them as more data becomes 
available. Lastly, with Content Generation, the 
possibilities are vast. Generative AI can craft 
articles, social media posts or even video 
content tailored to specific audiences.

Recognising the uses of generative AI in 
StratCom campaigns, it is imperative to inte-
grate the IEA into our strategic toolkit to further 
refine and focus our communication strate-
gies, ensuring they are both data-driven and 
contextually relevant. Figure 10 shows how the 
IEA elements are linked with a subset of 
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generative AI tools to ensure a comprehen-
sive and effective approach. For instance, 
Baseline Analysis is closely tied with Topic 
Modelling, which aids in understanding the 
prevailing themes and topics within the IE: 
this ensures that communication strategies 
are aligned with the existing narratives. 
Similarly, Human Factor Analysis benefits 
from Narrative Extraction, allowing for a 
deeper dive into narratives that resonate with 
human emotions, beliefs and perceptions. 
These integrations ensure adaptive, 
data-driven campaign strategies.

The synergy between IEA elements and 
generative AI and LLMs emphasises the evolv-
ing landscape of StratCom: transitioning to 
AI-augmented strategies not only refines cam-
paign precision, but also introduces innovative 
methodologies previously beyond reach.

IEA elements with different data sources 
pose challenges in terms of fusing the informa-
tion together. Therefore, the cornerstone of 

data-driven and AI-powered communication 
lies in the establishment of standardised data 
practices. This entails ensuring that data is 
collected, stored and managed in a consistent 
and coherent manner across all communi-
cation channels and platforms. By adopting 
standardised data practices, communicators 
can break down silos, foster collaboration, 
and gain a comprehensive understanding of 
their audience preferences and behaviours. 
Seamless exchange of information between 
diverse communication systems, eliminating 
data silos and enabling the aggregation of 
data from multiple sources provide a holistic 
view of the communication landscape, allow-
ing communicators to identify trends, patterns 
and insights that were previously invisible. 
Therefore, along with AI capabilities, the data 
standardisation, storing and sharing must be 
prioritised to ensure a long-term robust data 
infrastructure that fuels innovation and en-
hances the effectiveness of communication 
strategies. 
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FIGURE 10. Summary of how IEA features are linked to AI tools

<FIGURE 10 near here>

30



Steering towards an AI toolbox for 
targeted communication

In earlier sections, we examined IEA 
tools and the role and importance of LLM 
capabilities. This section aims to start a dis-
cussion on the evolving role of generative AI 
in communications. One LLM strength lies in 
its ability to structure unstructured data, which 
enables the building of software processing 
pipelines for extracting data insights. For this 
example, we can use the GPT-4 API to struc-
ture textual description into the structured 
JSON format which allows the target descrip-
tions to be stored: 

TA49= “Middle-aged, Latvian-speaking males, 35–50 years old. Believes 
that vaccines are bad. Thinks NATO is behind the war in Ukraine and 
that LGBTQ+ is a disease. Supports only traditional values. Lives in the 
border areas of the Baltic States close to Belarus and Russia. Mostly gets 
information from Telegram, newspapers, Russian broadcast media.”
Generate a JSON document based on the description provided. 
Description: {TAA}
{
  "name": "Young Russian Sports Enthusiasts",
  "demographics": {
    "age": {
      "min": 18,
      "max": 25
    },
    "gender": "unspecified",
    "education": "unspecified",
    "location": "large EU cities, in closed Russian communities"
  },
  "psychographics": {
    "attitudes": [
      "Likes Russian rap music",
      "Likes fast cars",
      "Hates NATO",
      "Hates LGBTQ+"
    ],
   ...
  }
}

Structuring unstructured data is also 
helpful when performing human factor analysis 
where generating products such as PMESII/
ASCOPE50 tables is just one of many use cases 
where LLMs play a crucial role. 

Using outputs from the hypothetically 
completed51 IEA cycle, we now delve into 
the design of a basic hypothetical campaign, 
showing in simple terms how AI can be used in 
shaping strategies for targets (T). Let’s define a 
hypothetical problem:

TA 49 = “Young, 
Russian-speaking sports 
enthusiasts, 18–25 years 
old, likes Russian rap 
music, fast cars, hates 
NATO and LGBTQ+. 
Supports traditional values, 
favours Russia’s war in 
Ukraine. Lives in large EU 
cities, in closed Russian 
communities. Uses VK, 
TikTok, Telegram.”

Generate a JSON document 
based on the description 
provided. Description: 
{TAA}

{
  "name": "Young Russian Sports Enthusiasts",
  "demographics": {
    "age": {
      "min": 18,
      "max": 25
    },
    "gender": "unspecified",
    "education": "unspecified",
    "location": "large EU cities, in closed Russian communities"
  },
  "psychographics": {
    "attitudes": [
      "Likes Russian rap music",
      "Likes fast cars",
      "Hates NATO",
      "Hates LGBTQ+"
    ],
   ...
  }
}
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The Baltic States, alarmed by the 
threat from the Wagner Group, a 
Russian private military company, 
have announced joint international 
military exercises in Latvia for 
autumn 2023. Involving NATO and 
partner countries like Sweden and 
Finland, the exercises will focus 
on countering the Wagner Group 
and improving defence against 
Russian aggression. Held in various 
locations in Latvia, the exercises 
will include activities like live-fire 
and urban warfare training. This sig-
nificant step is aimed at enhancing 
interoperability with NATO allies and 
sending a clear message to Russia 
about the Baltic States’ readiness to 
defend themselves.

The IEA’s findings suggest two primary 
targets52 that should be specifically addressed 
prior to conducting military exercises: 

Based on the results of the TAA, our 
aim is to investigate how rapidly evolving gen-
erative AI can support the campaign design. 

Furthermore, when TAA is done on a regular 
basis, JSON documents of individual TAAs can 
be stored in the database, allowing AI agent 
systems53 to be built that can reason over TAA 
data and connect structured, unstructured and 
semi-structured data sources to further extend 
the TAA.

Now let’s examine the possible cam-
paign structures with the help of LLMs (ChatGPT 
in this example). We start by prompting them as 
follows:

You are an advanced Audience Response 
Simulator that acts as the target audience 
for my campaign. I will provide you with 
a description of my target audience, and 
you will describe how my target audience 
might react to a planned military exercise 
that I will explain further. In the end 
answer three main questions: 

1) What and where are the possible 
threats? 

2) How should the pre-exercise deterrence 
campaign be designed? 

3) What are the implications of 
demonstrating zero tolerance and force? 

Then describe the COM-B model for this 
target audience to change their opinion on 
upcoming military exercises.

Target audience: {}

The generated outputs are shown in 
Table 4, with the most important parts high-
lighted in green. As expected, the outputs for 
T1 and T2 are generic as both share strong an-
ti-NATO sentiments, have similar beliefs and 
attitudes, and rely on the same media platforms 
(Telegram, newspapers, Russian broadcast 
media, etc.).

According to GPT-4, the suggested 
campaign strategies for both targets would 

T1 Young, Russian-speaking sports 
enthusiasts, 18–25 years old, likes 
Russian rap music, fast cars, hates 
NATO and LGBTQ+. Supports tradi-
tional values, favours Russia’s war 
in Ukraine. Lives in large EU cities, 
in closed Russian communities. 
Uses VK, TikTok, Telegram.

T2 Middle-aged, Latvian-speaking 
males, 35–50 years old. Believes 
that vaccines are bad. Thinks NATO 
is behind the war in Ukraine and that 
LGBTQ+ is a disease. Supports only 
traditional values. Lives in the border 
areas of the Baltic States close to 
Belarus and Russia. Mostly gets 
information from Telegram, newspa-
pers, Russian broadcast media.

<TABLE 4 near here>
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T1 T2

Capabilities

Physical: This audience is likely physically 
active, given their interest in sports. They might 
have a predisposition to valuing strength and 
stamina.

Psychological: Their support for traditional 
values and Russia’s war in Ukraine, combined 
with their antipathy towards NATO and LGBTQ+, 
suggests strong nationalist sentiments and a 
conservative worldview.

Physical: Given the age range, they may 
have experienced the Soviet era and its 
aftermath, influencing their views and 
beliefs.

Psychological: Their beliefs about vaccines, 
NATO, and LGBTQ+ suggest a deep-rooted 
mistrust in Western narratives and a 
preference for traditional or alternative 
perspectives.

Opportunities

Physical: Living in large EU cities means they 
have access to global perspectives and are 
exposed to diverse viewpoints. However, their 
closed communities might limit this exposure.

Social: Their main social networks are VK, 
TikTok, and Telegram, platforms that can some-
times echo their pre-existing beliefs if they’re 
not exposed to a diverse range of content.

Physical: Living in the border areas of the 
Baltic states near Belarus and Russia, they 
might be influenced by both Baltic and 
Russian narratives, given their geographical 
location.

Social: Their primary sources of information 
are Telegram, newspapers, and Russian 
broadcast media. This indicates a mix of 
modern and traditional media consumption, 
with a significant influence from Russian 
narratives.

Motivation

Reflective: Their interests in Russian rap music, 
fast cars, and traditional values give insight into 
their cultural and moral values. 

Automatic: Emotional ties to Russian identity, 
possibly driven by music, sports, and their 
closed communities.

Reflective: Their mistrust in vaccines, 
belief in NATO’s involvement in Ukraine, 
and views on LGBTQ+ reflect a strong 
inclination towards conspiracy theories and 
traditionalism.

Automatic: Their emotional responses might 
be rooted in historical, cultural, and possibly 
personal experiences that align with their 
current beliefs.

What and where are possible threats?

Online Platforms: VK, TikTok, and Telegram 
are their primary sources of information. Track 
narratives and potential misinformation or 
radicalisation campaigns on these platforms.

Closed Communities: These communities 
might have influential figures or groups that 
can sway opinions. Monitoring sentiments 
and identifying key influencers can help gauge 
potential threats.

Media Channels: Monitor narratives on 
Telegram, Russian broadcast media, and 
local newspapers for misinformation or 
antagonistic views.

Border Areas: Given their geographical 
location, there might be a higher chance of 
direct influence from Belarus and Russia, 
both in terms of information and potential 
physical actors or agitators.
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need to engage with these shared character-
istics, possibly through community engage-
ment and careful balance between showing 
force and tolerance. Threatening and showing 
force might alienate both targets and confirm 
their cognitive biases. The main differences 
between the targets lie in their age and lan-
guage specifics, while they have traditional 
values in common, as well as potential increased 
exposure to Russian media influence. Overall, 
the model suggests an inclusive approach that 
allows both targets to associate their values 

with it. However, it should be stressed that we 
have poorly informed the model for it to reason 
accordingly. 

Following this reasoning, GPT-4 sug-
gested campaign slogans for each target using 
the following prompt:

Now, as an Audience Response 
Simulator, for both target audiences 
generate Midjourney prompts for 

How should the pre-exercise deterrence campaign be designed?

Cultural Connection: Incorporate elements of 
Russian rap music or sports into the campaign 
to establish a cultural connection. This can 
make the message more relatable.

Transparent Communication: Clearly commu-
nicate the goals and intentions behind the 
military exercises to dispel myths and reduce 
fear.

Engage Influencers: Identify and engage with 
influencers within their communities or on their 
favourite platforms to spread positive or neutral 
narratives about the exercises.

Trust-building: Focus on building trust by 
presenting facts clearly, possibly using 
trusted local figures or influencers to 
convey the message.

Local Media: Leverage local newspapers 
and possibly local Telegram channels to 
provide balanced views on the military 
exercises.

Cultural Sensitivity: Ensure that the 
campaign respects and understands 
their attachment to traditional values. 
Addressing their concerns without attacking 
their beliefs is crucial.

What are the implications of demonstrating zero tolerance and force?

Backlash: Given their strong nationalist 
sentiments and conservative worldview, a 
forceful approach might be met with severe 
resistance and could further alienate this 
group.

Strengthening of Pre-existing Beliefs: 
Demonstrating force can validate their nega-
tive beliefs about NATO or the EU and further 
solidify their support for traditional values and 
Russia’s stance.

Potential for Radicalisation: Extreme measures 
could push some individuals towards radical 
actions or beliefs, especially if they feel their 
identity or community is under threat.

Intensified Mistrust: Forceful actions or 
zero-tolerance policies can validate their 
existing beliefs about NATO or Western 
intentions, further alienating them.

Strengthened Alternative Narratives: Using 
force can bolster the narratives they already 
believe in, making them more susceptible 
to misinformation and anti-Western 
sentiments.

Risk of Radicalisation: Feeling threatened 
or cornered can push some individuals 
towards more radical actions or beliefs, 
especially if they feel their traditional values 
are under direct assault.

TABLE 4. Generated outputs for T1 and T2
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each narrative. Midjourney is an 
AI image generator where each 
image must be explained in detail. 
Midjourney is not able to generate 
text on the images, nor logos.

Figure 11 shows the combined output 
with generated Midjourney prompts requested 
for each narrative and the respective 
Midjourney image generated using the GPT-4 
prompt.

The results appear generic, and regard-
less of the model outputs it is necessary to 
approach current generative AI capabilities 
with caution due to their inherent limitations. 

Still, AI opens up new horizons for tailoring 
content that aligns with strategic objectives. 
Despite challenges in terms of controlling the 
outputs of current generative AI models, they 
offer novel means to engage audiences with 
AI-generated customised messages. While AI 
outputs in this instance might not be directly 
applicable, for innovative idea generation 
informed by IEA outcomes such AI proves 
invaluable. If appropriately harnessed with 
due respect to data privacy and cybersecurity, 
StratCom practitioners might experiment with 
reaching varied demographics, always keeping 
core values in mind. The potential to amplify 
NATO’s communication is vast, and while 
much is still to be discerned, the promise is 
considerable.

<FIGURE 11 near here>

T1 T2

Slogan: ‘Strength in Unity: NATO’s Promise for a 
Peaceful Future.’

Slogan: ‘NATO: Protecting Homes, Preserving 
Traditions.’

Messaging narratives:

Common Goals, Common Future: Just like in 
sports, teamwork is key. NATO exercises promote 
unity and collaboration to build a world where 
everyone can enjoy their passions in peace.

Messaging narratives:

Guardians of Peace: From the Baltic borders to 
the Atlantic shores, NATO ensures that every 
home is safe, and every tradition is respected.

GPT-4 generated Midjourney image prompt: 

A football pitch at twilight with players from different 
nationalities locking hands in a circle. The sunset in the 
background paints a picturesque scene of unity and 
solidarity. The focus should be on the diverse facial 
expressions of players showing camaraderie.

GPT-4 generated Midjourney image prompt: 

A serene image of the Baltic landscape at dawn with a 
watchtower in the distance. In the foreground, a father and 
child are seen flying a kite together, while the shadows of 
NATO soldiers subtly line the horizon, guarding the peace.
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Bridge of Cultures: NATO values diversity. While 
respecting all, we focus on common goals to 
ensure peace and harmony across nations.

Informed Decisions: In a world of fast information, 
NATO believes in the truth. We encourage 
everyone to seek out facts, understand different 
perspectives, and make informed choices about 
what they believe. 

GPT-4 generated Midjourney image prompt: 

An urban setting with a mural being painted on a brick wall. 
The mural showcases a fusion of Russian rap symbols, like 
a microphone, with international musical notes floating 
around. Young people from diverse backgrounds should be 
seen collaborating on the artwork.

GPT-4 generated Midjourney image prompt:

A man is seen from the back, sitting at a rustic wooden 
table, intently reading a newspaper with a vintage radio 
beside him. On the table lies an open Telegram app on a 
smartphone, displaying a globe icon, signifying diverse 
sources of information.

Freedom of Choice: Just as everyone has the 
right to enjoy the music, sports, or lifestyle they 
love, NATO stands for every nation’s right to 
choose its own path.

Strength in Tradition: Just as traditional values 
have their strength and importance, NATO’s 
enduring commitment is to protect every nation’s 
right to its heritage and future.

GPT-4 generated Midjourney image prompt: 

A juxtaposed image of a bustling urban market street on 
one side and a serene countryside on the other. The urban 
side showcases stalls selling vinyl records and head-
phones, while the countryside flaunts a vast landscape of 
choices, signifying freedom.

GPT-4 generated Midjourney image prompt:

A traditional Latvian festival with people dancing around 
a midsummer bonfire. Along the fringes, there are 
subtle hints of NATO’s influence like a peace dove flying 
overhead or a distant flag at half-mast, signifying respect 
for traditions while emphasizing unity.

FIGURE 11. Combined GPT-4 output with generated Midjourney prompts and images
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LLMs can help develop varied training 
situations and change the way educational 
content is designed. Using their language rea-
soning skills, LLMs can assist in analysing cam-
paign results. They can generate new or edit 
existing content that is relevant and tailored, 
simplifying military training. With LLMs trainers 
can make learning more interactive and per-
sonalised, leading to better training outcomes. 
This adaptability from LLMs improves the overall 
training process.54

Current AI features, including multimo-
dality and generative attributes, although prom-
ising, bring up complexities, especially when 
adopted by governmental and military organi-
sations. Legally it is vital to examine the rules 
governing this technology to ensure its ethical 
and responsible use within NATO’s scope. 
In the following section, we will investigate 
various regulations that communicators should 
be aware of, and we will outline the military’s 
position in this context.

The legal perspective
†NB: At the time of drafting this report 

(June, 2023), the Artificial Intelligence Act 
(Proposal for a Regulation of the European 
Parliament and of the Council laying down 
harmonised rules on artificial intelligence 
(Artificial Intelligence Act) and amending certain 
Union legislative acts (Brussels, 21 April 2021, 
COM(2021) 206 final, 2021/0106 (COD)) is draft 
law, having passed the European Parliament 
vote, and awaiting the vote of the Council of 
the European Union. The legal analysis pro-
vided is based on draft law (with European 
Parliament amendments published on 14 June 
2023) that is still subject to amendments. At 
any point where the term ‘AI Act’ is mentioned, 
it should be considered to include the Artificial 
Intelligence Act as it stands with the amend-
ments adopted by the European Parliament on 
14 June 2023.

With the rapid development of AI and 
its steady integration into the capabilities and 
functions that contribute to IEA, this section of 
the report will examine the legal structure gov-
erning IEA operations55 and noteworthy legisla-
tive steps.

The most notable development of the 
AI regulatory framework has been led by the 
European Commission and resulted in the 
Proposal for a Regulation of the European 
Parliament and of the Council laying down har-
monised rules on AI (Artificial Intelligence Act) 
cited above, hereinafter the AI Act. 

One of the main contributions the AI Act 
makes within both the legal and technical sec-
tors is the introduction of a framework that cov-
ers the whole process of creating and using AI 
systems, hereinafter AI systems. Comparative 
legal acts have not been focused on the life 
cycle of AI systems, but on the consequences of 
AI system vulnerabilities/risks, such as discrim-
ination56 or crashes of self-driving cars.57 The AI 
Act focuses on systems themselves, requiring 
accountability from developers and users. 

Additionally, the AI Act will be binding 
on all European Union member states, which 
comprise a majority of NATO member states. 

The AI Act and the research leading up 
to the current version of the draft law form the 
basis for the legal analysis provided within this 
section of the report. 

In the process of drafting the AI Act, 
three main documents were created: (a) guide-
lines regarding the creation of trustworthy AI 
systems,58 hereinafter Ethics Guidelines; (b) 
policy recommendations;59 and (c) White Paper 
on Artificial Intelligence: A European Approach 
to Excellence and Trust, hereinafter White 
Paper (Figure 12).60 The White Paper, building 
upon the Ethics Guidelines and policy recom-
mendations, outlines the necessity for regulat-
ing AI systems. Emphasising the necessity to 
regulate systems that are involved in almost 
every aspect of civilians’ lives,61 the White 
Paper discusses the need for cooperation with 

Figure 12. Development of the AI Act
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member states of the European Union, part-
nership with the private sector and focus on 
small and medium enterprises, as well as the 
requirement to promote the adoption of AI by 
the public sector.62 

Significantly, the Ethics Guidelines 
that served as the basis for the White Paper 
have been the foundation for most drafts of 
and amendments to the AI Act: that is, while 
specific articles and principles of the AI Act 
have been amended during the writing of this 

report, at no point have legislators abandoned 
the conclusions reached within the Ethics 
Guidelines, and all amendments recorded 
have strived to only increase the influence 
the Ethics Guidelines have on the final piece 
of the legal act.63 This is important to note, as 
it indicates a specific approach in regulating 
AI systems—even in instances when there is 
no set legal framework, the existing Ethics 
Guidelines can serve as an indicator in re-
sponsibly creating and using AI systems.64 

FIGURE 12. Development of the AI Act

Guidelines Legislative  documents Feedback sessions

Ethics Guidelines for Trustworthy AI, 
8 April 2019

Policy and Investment 
Recommendations for Trustworthy 
Artificial Intelligence, 26 June 2019

White Paper on Artificial Intelligence:  
A European Approach to Excellence and 

Trust,  
19 February 2020

Public consultation, 20 
February 2020–14 June 2020

European Parliament resolution 
of 20 October 2020 with recom-

mendations to the Commission on 
a civil liability regime for artificial 

intelligence (2020/2014(INL))

Roadmap feedback, 23 July 
2020–10 September 2020

Draft of the AI Act published, 21 April 2021 Commission adoption 
feedback, 26 April 2021–6 

August 2021

Proposal for a directive on adapting 
non-contractual civil liability rules to 

artificial intelligence (AI Liability Directive)

Amendments to the AI Act adopted by the 
European Parliament, 14 June 2023
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The Artificial Intelligence Act 
The draft AI Act is composed of a mem-

orandum and twelve sections, discussing 
scope and definitions, prohibited AI practices, 
high-risk AI systems, transparency obligations 
for certain AI systems, measures in support of 
innovation, governance and implementation, 
codes of conduct and final provisions. 

For the purposes of this report, the fol-
lowing elements of the AI Act should be taken 
into account: 

(a) Article 2 Section 3 of the AI Act states 
that the AI Act does not apply to AI 
systems that are developed or used 
exclusively for military purposes. 

The AI Act clearly states that whenever 
a system has been created for the usage of 
military necessities, the regulations laid out 
within the AI Act do not have to be considered. 
The same can be applied to systems that might 
have been developed for commercial use but 
end up being used for military purposes. 

Within the European Union and its 
binding agreements, defence and military 
operations are national considerations, which 
are not legislated on a European Union level. 
Because of that, the underlying recommen-
dation to apply the existing Ethics Guidelines 
persists in situations where the legal frame-
work is lacking. 

(b) Subsection 5.2.3 of the explanatory 
memorandum added to the AI Act 
gives an overview of Title III, High-Risk 
AI Systems, that is, systems that create 
a high risk to the health and safety or 
fundamental rights of natural persons.

PsyOps requires data analysis and seg-
mentation, which, in turn, means working with 
the data of natural and legal persons and can 
affect both their safety and fundamental rights 
(see e.g. Articles 7 and 8 of the Charter of 
Fundamental Rights of the European Union65). 
This is why, in order to conduct PsyOps, it is 
crucial to understand the principles according 
to which high-risk AI systems are regulated.

Apart from horizontal obligations on 
providers of high-risk AI systems (Chapter 
3 of the AI Act), outlined conformity assess-
ment procedures (Chapters 4 and 5 of the 
AI Act) and a description of internal control 
checks, the explanatory memorandum notes 
that principles of safe usage of high-risk AI 
systems are based on the Ethics Guidelines 
for Trustworthy AI.

(c) Amendment 633 of the AI Act 
(Article 69) states that codes of 
conduct can be drawn up for all 
AI systems to encourage the de-
velopment and usage of trustwor-
thy and transparent systems. 

Considerations outlined within the 
amendments (AI literacy, the danger of advanc-
ing existing biases and discrimination, etc.) 
further develop considerations outlined within 
the Ethics Guidelines. That, in turn, gives all 
entities involved in the AI system life cycle the 
opportunity to build upon the required trans-
parency and accountability, even for systems 
that have not been classified as high risk. 
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Ethics Guidelines for Trustworthy AI
To better understand the content of the 

AI Act, the main principles described within the 
Ethics Guidelines are outlined below.

1. Trustworthy AI throughout the sys-
tem’s life cycle should be lawful, ethical and 
robust. 

While compliance with laws and regula-
tions, as well as adherence to ethical principles 
and values, might be straightforward, the third 
component—robustness from both a technical 
and a social perspective—might be the more 
interesting component to analyse and take 
into account.66

As AI learns from existing data, trans-
parency and human oversight are important 
to make sure that whatever the AI system is 
used for does not end up infringing upon the 
fundamental human rights and safety of indi-
viduals. Not only does this continue to justify 
additional codes of conduct (see Article 69 of 
the AI Act), but it also highlights the necessity 
to innovate and the requirement to safeguard 
fundamental human rights. 

2. In assessing trustworthy AI compo-
nents, seven requirements are suggested: 

(1) human agency and oversight, 
(2) technical robustness and safety, 
(3) privacy and data governance, 
(4) transparency, 
(5) diversity, non-discrimination and fairness, 
(6) environmental and societal well-being, 

and 
(7) accountability.67

While some of the requirements have 
been widely discussed both in this report and 
in public discourse, there are additional points 
worth mentioning. 

An added consideration with data gov-
ernance is the quality and integrity of data, as 
also highlighted in the AI Act amendments. 
Among other aspects, the amendments discuss 
the importance of the quality of the data fed 
into systems. This not only puts an additional 
responsibility onto the developers and users, 
but also opens a wider discussion on the trans-
parency of data used in training AI systems 
and models. The requirement of privacy and 
data governance within the Ethics Guidelines 
also includes the necessity of proper commu-
nication regarding said AI systems. 

Another consideration, included within 
the requirement of diversity, is stakeholder 
participation. The AI Act on some level ensures 
stakeholder participation within the require-
ment of user-completed reports; however, the 
Ethics Guidelines introduce the idea of stake-
holder participation within the development 
stage of an AI system life cycle. That, in turn, 
would ensure the creation of a system that 
does not advance biases or discrimination.68

Pursuant to the explanatory memoran-
dum, all restrictions related to high-risk AI 
systems are derived from the aforementioned 
principles and requirements. While the Ethics 
Guidelines outline the ideal requirements of 
an AI system (not all of which will be translated 
into law), in order to conform to good practice 
such principles and requirements should be 
taken into account. 
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Legal framework for military purposes
As previously mentioned, the AI Act is 

not required to be used when developing or 
using AI systems for military purposes. Below a 
brief overview of the legal framework relevant 
for functions performed for military purposes 

is provided. This is not directly linked to the 
use of AI systems, but provides an insight 
into the regulatory frameworks relevant to the 
military sector. 

North Atlantic Treaty Organization 
NATO is an international organisation, 

established under the Washington Treaty, 
hereinafter the Treaty, which provides the 
foundation for its functioning. International 
organisations are governed on the basis of their 
founding documents (for NATO—the Treaty) 
and any treaties or agreements they sign.

The Treaty includes the following legal 
remarks: 

 � The preamble states that NATO is 
built upon reaffirmation of faith in the 
principles of the Charter of the United 
Nations, hereinafter the UN Charter, 
and is founded on the principle of the 
rule of law. Article 1 states that any 
international dispute must be settled 
in such a manner that justice is not 
endangered and references the UN 
Charter again.

 � Article 5 references the UN Charter 
and its Article 51 (the right to 
self-defence).

 � Article 7 states that the Treaty shall 
not be considered as contradictory to 
the UN Charter.

 � Article 12 invites the future reassess-
ment of the Treaty, considering other 
regional arrangements and the UN 
Charter. 

The Treaty does not include an obliga-
tion to govern NATO within the framework of 
any one specific legal document, apart from 
the Treaty itself, excluding specific references 
to the principles of the UN Charter. Therefore, 
NATO, as an international organisation, is not 
required to abide by any pieces of legislation 
mentioned in this report. That, however, is not 
true for NATO member states when acting as 
autonomous states. Autonomous states (includ-
ing all NATO member states) must abide by 
any piece of legislation they sign and ratify.

This means that the AI Act, when en-
forced, will be binding on separate member 
states of the European Union, but will not be 
binding on NATO.

The European Union
For European Union member states’ 

military considerations, insofar as EU law goes, 
Common Foreign and Security Policy is regu-
lated under Title V of the Treaty on European 
Union.

The main requirements for EU member 
states’ military considerations as outlined in 
this document are:

 � Cooperation and solidarity: the member 
states are expected to work together to 
enhance and develop their mutual polit-
ical solidarity (Article 24). They are also 
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expected to engage in systematic co-
operation in the conduct of the common 
foreign and security policy (Article 25).

 � Compliance with Union policy: the mem-
ber states must refrain from any action 
contrary to the interests of the Union or 
likely to impair its effectiveness in inter-
national relations (Article 24). In addition, 
they are required to uphold the Union’s 
positions in international organisations 
and conferences (Article 34).

 � Coordination in international settings: 
member states are required to coordinate 
their actions in international organisations 
and conferences (Article 34). Those states 
that are members of the United Nations 
Security Council must keep other member 
states and the High Representative of 
the Union for Foreign Affairs and Security 
Policy informed and defend the positions 
and interests of the Union (Article 34).

 � Implementation of Union decisions: 
diplomatic and consular missions of the 

member states and the Union delega-
tions must cooperate to ensure decisions 
defining Union positions and actions are 
complied with and implemented (Article 
35).

 � Respect for data privacy: when process-
ing personal data as part of activities 
under this chapter, member states are 
required to follow rules laid down by the 
Council for the protection of individuals’ 
data and the free movement of such data 
(Article 39).

 � Upholding treaty provisions: The imple-
mentation of the common foreign and 
security policy should not affect the 
application of the procedures and the 
extent of the powers of the institutions as 
laid down by the Treaties for the exercise 
of the Union competences (Article 40).

The above indicates that European 
Union member states have considerable au-
tonomy in this area. 

Conclusions and 
recommendations

In this report we have discussed 
data-driven techniques from the IEA, shedding 
light on the pros and cons of AI-enabled data 
processing pipelines. Key insights from the IEA 
can aid information campaigns, as explained 
below.

Generative AI has recently emerged as a 
significant transformative force, enhancing the 
capabilities of communicators, programmers, 
data analysts and a host of other professionals. 
Despite this progressive trajectory, it must be 
acknowledged that LLMs exhibit inherent lim-
itations in semantic grounding, a shortcoming 
underscored by the occurrence of halluci-
nations and inconsistencies in AI-generated 
content. Such fluctuations in reliability are 
not uniform but vary according to the specific 
characteristics of each model and are further 

compounded by the linguistic nuances and 
origin of the underlying data. It is therefore 
imperative that users and developers of gen-
erative AI systems maintain a critical aware-
ness of these constraints as they harness 
the considerable powers of these advanced 
computational tools. The recent introduction of 
GPT-4-vision models, alongside a growing list 
of open-source alternatives, provides analysts 
with new capabilities such as understanding 
political memes or proactively filtering graphic 
content. These advanced multimodal capabil-
ities facilitate a more comprehensive analysis 
by interpreting and synthesising information 
across various forms of data, including textual 
and visual inputs. 
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Moving beyond simple summarisation is 
vital, aiming to leverage the advanced reasoning 
abilities of LLMs. Detailed analysis of identified 
hostile narratives and assessment of message 
intent and their relevance to predetermined 
topics represent initial steps in this direction. 
The inherent reasoning capabilities of LLMs 
can be instrumental in verifying facts (when a 
fact-checking database is available), provided 
the information source is deemed credible. 

An emergent concern is the potential 
misuse of LLMs as instruments of disinfor-
mation by adversaries. The combination of 
creative content generation with high-speed 
content delivery presents both opportunities 
and challenges for defenders. While it is vital 
to adopt innovative techniques to identify and 
counteract hostile information activities, this 
very technology can be employed to enhance 
owned communication efforts. With adversar-
ies likely adopting such technological advances 
for malign activities, it becomes imperative to 
harness tools like narrative extraction, cluster-
ing and summarisation. AI-powered tools facil-
itate the identification of dominant narratives 
on social networks and allow the analysis to 
move beyond traditional sentiment analysis.69 
Narrative tracking offers insights into the evo-
lution and traction of both our own campaigns 
as well as adversarial narrative evolution. Also, 
advances in multimodal generative AI models, 
namely text-to-image applications such as 
Stable Diffusion or DALL-E, have increased the 
magnitude of challenges related to identifying 
and analysing disinformation, as well as pro-
viding tools to assess complex data types such 
as political memes. Both ChatGPT and Google 
Bard can describe complex images, but both 
tools are subject to numerous restrictions 
before they can be fully integrated into ana-
lysts’ data processing pipelines. However, the 
technology is maturing fast, and it is expected 
that the first multimodal social media analytics 
tools will be on the market soon.

Through the incorporation of AI, spe-
cifically LLMs, the domain of network analysis 
has been significantly enhanced. By harness-
ing the sophisticated reasoning afforded by 
prompt engineering and the refinement provid-
ed by fine-tuning LLMs, these models are adept 

at discerning content patterns, including those 
with nuanced sentiment stances. This advanced 
capability is instrumental in the identification 
of adversarial narratives and the pinpointing of 
social media accounts propagating pro-Kremlin 
or Chinese media narratives. The utilisation of 
AI in examining network structures sheds light 
on the pathways of information dissemination, 
revealing covert campaigns and affiliations. The 
insights garnered from AI-driven network analy-
sis are invaluable; they inform the development 
of strategic communication initiatives designed 
to counter disinformation and advocate for 
transparency.

From the viewpoint of communication 
campaign planners, generative AI (in par-
ticular, in the context of LLMs) can emulate 
potential targets within a controlled environ-
ment, facilitating the execution of wargaming 
scenarios prior to the actual campaign. This 
sets the stage for forward-looking experi-
ments, leading to a refined AI communication 
toolkit designed for precise micro-targeting. 
Campaigners can benefit from generative 
AI that helps design visual content based on 
TAA outputs and therefore offer various text 
prompts, resulting in artistic and, depending 
on the prompt, semi-realistic images tailored 
to specific target descriptions. Additionally, the 
newly announced custom assistant creation 
by OpenAI70 enables the design of chatbots 
tuned to a specific communication style. NATO 
StratCom Centre of Excellence continues to 
investigate risks and opportunities enabled by 
newly introduced capabilities in the context of 
targeted communication.

AI starts with data. The successful 
implementation of creative cutting-edge AI 
solutions hinges on the adoption of standard-
ised data storage and sharing practices across 
governments and organisations. Diverse mo-
dalities, file types, access restrictions, sharing 
capabilities and user habits all significantly 
influence the future of AI implementation. 
Moreover, the long-term integration and 
adoption of AI in large-scale government and 
institutional systems are directly tied to the un-
derlying data infrastructure. This holds true for 
military applications, communication systems 
and all other domains.
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The legal considerations
First, it is vital to recognise the most 

important lesson evident when tracking the 
legislation development process—most of the 
drafted regulations rely upon ethics guidelines. 
That has to be a consideration when applying 
AI to any necessary discipline—while the spe-
cific legal requirements are still to be enforced, 
many pre-emptive regulations and considera-
tions can be put in place by taking into account 
ethics and the components of trustworthy AI 
systems derived henceforth. The better the 
understanding of legal requirements applica-
ble to AI, the better the chance of transparent 
and responsible use of different systems.

Second, when using AI systems atten-
tion must be paid to the different legal systems 
at play. Regarding the usage of AI systems for 
civilian purposes (which includes, but is not 
limited to, political campaigns, marketing etc.), 
the most notable legal development is the AI 
Act (which is binding on EU member states). 
The AI Act, in turn, specifies that it is not meant 
for military purposes; therefore, in respect of 
AI usage in the military, national military insti-
tutions must abide by the relevant domestic 
laws. NATO, as per the Washington Treaty, is 
not obliged to consider any of the legislation. 

Third, with regard to the development of 
AI regulation in general, it is essential to look 
at the whole life cycle of AI systems (includ-
ing developers, users and stakeholders). 
Considering only isolated risks—or even worse, 
proposing regulations based on instances 
where a system has failed—will delay any inno-
vation or successful implementation of AI.

Fourth, all of this points to one main 
consideration—while the continuum of com-
petition reaches across different stages, some 
of which are more challenging to clearly differ-
entiate, legal frameworks clearly indicate the 
rules applicable to specific stages of conflict. 
Therefore, one must exercise caution when 
moving between the concepts of ‘civilian’ and 
‘military’ operations, and, where those con-
cepts change, when moving between cooper-
ation, rivalry and confrontation. 

44



Endnotes
1 AJP-10: Allied Joint Doctrine for Strategic 

Communications.

2 P. Kotler and N. Lee (2008). Social Marketing: 
Influencing Behaviors for Good. SAGE.

3 European Parliament (2023). Artificial Intelligence 
Act: Deal on Comprehensive Rules for 
Trustworthy AI, 9 December.

4 M.D. Slater (1995). ‘Choosing Audience 
Segmentation Strategies’, in E.W. Maibach and 
R.L. Parrott (eds), Designing Health Messages: 
Approaches from Communication Theory and 
Public Health Practice. SAGE.

5 S.E. Boslaugh, M.W. Kreuter, R.A. Nicholson and K. 
Naleid (2005). ‘Comparing Demographic, Health 
Status and Psychosocial Strategies of Audience 
Segmentation to Promote Physical Activity’, 
Health Education Research 20(4), 430–38.

6 That is, a fundamental individual difference 
variable that reflects individuals’ beliefs about the 
degree of control they have over events in their 
lives.

7 M. Rosenberg, N. Confessore and C. Cadwalladr 
(2018). ‘How Trump Consultants Exploited the 
Facebook Data of Millions’, New York Times, 17 
March.

8 S.W. O’Leary-Kelly and R.J. Vokurka (1998). ‘The 
Empirical Assessment of Construct Validity’, 
Journal of Operations Management 16(4), 
387–405.

9 Ibid.

10 M.E. Strauss and G.T. Smith (2009). ‘Construct 
Validity: Advances in Theory and Methodology’, 
Annual Review of Clinical Psychology 5, 1–25.

11 M. Kosinski, D. Stillwell and T. Graepel (2013). 
‘Private Traits and Attributes Are Predictable from 
Digital Records of Human Behavior’, Proceedings 
of the National Academy of Sciences 110(15), 
5802–05.

12  OMR (2017). ‘Alexander Nix: From Mad Men 
to Math Men’, OMR Festival 2017, Hamburg, 
Germany, #OMR17, YouTube video.

13 T. Gilovich, D. Keltner, S. Chen and R. Nisbett 
(2013). Social Psychology, 3rd edn. New York, NY: 
W.W. Norton.

14 Z. Berry and J. Frederickson (2015). ‘Explanations 
and Implications of the Fundamental Attribution 
Error: A Review and Proposal’, Journal of 
Integrated Social Sciences 5(1), 44–57.

15 See S. Epstein and L. Teraspulsky (1986). 
‘Perception of Cross-situational Consistency’, 
Journal of Personality and Social Psychology 
50(6), 1152–60.

16 J.P. Peter (1979). ‘Reliability: A Review of 
Psychometric Basics and Recent Marketing 
Practices’, Journal of Marketing Research 16(1), 
6–17.

17 I. Ajzen (1991). ‘The Theory of Planned Behavior’, 
Organizational Behavior and Human Decision 
Processes 50(2), 179–211.

18  A. Bandura (2009). ‘Social Cognitive Theory of 
Mass Communication’. Media Effects. Routledge, 
110–40.

19 S. Michie, M.M. Van Stralen and R. West (2011). 
‘The Behaviour Change Wheel: A New Method for 
Characterising and Designing Behaviour Change 
Interventions’, Implementation Science 6(1), 1–12.

20 Y. Duan, J.S. Edwards and Y.K. Dwivedi (2019). 
‘Artificial Intelligence for Decision Making in 
the Era of Big Data—Evolution, Challenges and 
Research Agenda’, International Journal of 
Information Management 48, 63–71.

21 B. Liu (2012). ‘Sentiment Analysis and Opinion 
Mining’, Synthesis Lectures on Human Language 
Technologies 5(1), 1–167.

22 K. Sporrel et al. (2021). ‘The Design and 
Development of a Personalized Leisure Time 
Physical Activity Application Based on Behavior 
Change Theories, End-User Perceptions, and 
Principles from Empirical Data Mining’, Frontiers in 
Public Health 8, 528472.

23 E.W. Maibach, A. Leiserowitz, C. Roser-
Renouf and C.K. Mertz (2011). ‘Identifying 
Like-Minded Audiences for Global Warming 

45

https://www.europarl.europa.eu/news/en/press-room/20231206IPR15699/artificial-intelligence-act-deal-on-comprehensive-rules-for-trustworthy-ai
https://www.europarl.europa.eu/news/en/press-room/20231206IPR15699/artificial-intelligence-act-deal-on-comprehensive-rules-for-trustworthy-ai
https://www.europarl.europa.eu/news/en/press-room/20231206IPR15699/artificial-intelligence-act-deal-on-comprehensive-rules-for-trustworthy-ai
https://www.nytimes.com/2018/03/17/us/politics/cambridge-analytica-trump-campaign.html
https://www.nytimes.com/2018/03/17/us/politics/cambridge-analytica-trump-campaign.html
https://www.youtube.com/watch?v=6bG5ps5KdDo
https://www.youtube.com/watch?v=6bG5ps5KdDo


Public Engagement Campaigns: An Audience 
Segmentation Analysis and Tool Development’, 
PLOS One 6(3), e17571.

24 B. Boudreau (2016). ‘We Have Met the Enemy 
and He Is Us’—An Analysis of NATO Strategic 
Communications: The International Security 
Assistance Force (ISAF) in Afghanistan, 2003–
2014. NATO Strategic Communications Centre of 
Excellence.

25  Michie et al. (2011).

26 M.H. Huang and R.T. Rust (2021). ‘A Strategic 
Framework for Artificial Intelligence in Marketing’, 
Journal of the Academy of Marketing Science 49, 
30–50.

27 K. Klonowska and F. Bekkers (2021). ‘Maneuvering 
in a Behavior-Oriented Approach’, in Behavior-
Oriented Operations in the Military Context: 
Enhancing Capabilities to Understand and 
Anticipate Human Behavior. Hague Centre for 
Strategic Studies, 57–75.

28 D. Chaffey and F. Ellis-Chadwick (2019). Digital 
Marketing. Pearson UK.

29 Arvind Narayanan (2023). Understanding Social 
Media Recommendation Algorithms. Knight 
Columbia Knight First Amendment Institute, 9 
March. Constanza M. Vidal Bustamante et al. 
(2022). Technology Primer on Social Media 
Recommendation Algorithms. Belfer Center for 
Science and International Affairs, 25 August.

30 Github, Twitter Source Code Recap. Ryan Mac 
and Kate Conger (2023). ‘Twitter Says Parts of 
Its Source Code Were Leaked Online’, New York 
Times, 26 March [Accessed 3 April 2023].

31  The GDELT Project, LLM Infinite Loops In LLM 
Entity Extraction: When Temperature & Basic 
Prompt Engineering Can’t Fix Things; LLM Entity 
Extraction vs LLM Embeddings: Discontinuous 
Failure Points vs Smooth Responsiveness; LLM 
Infinite Loops & Failure Modes: The Current State 
of LLM Entity Extraction, all 9 August 2023.

32  R. Merritt (2022). ‘What Is a Transformer Model?’, 
NVIDIA, 25 March.

33  Google Cloud project page.

34 ‘Krieviju sasniedzis “dolāru un eiro” bads’, TVNET 
| FINANCENET, 10 August 2023.

35 A. Peng et al. (2023). ‘GPT-3.5 Turbo, Fine-Tuning, 
and API Updates’, OpenAI, 22 August.

36 OpenAI (2023). ‘OpenAI Partners with Scale to 
Provide Support for Enterprises’ Fine-Tuning 
Models’, OpenAI, 24 August.

37 https://ai.meta.com/llama/.

38 https://bigscience.huggingface.co/blog/bloom.

39 Within the military context, AJP-10 defines nar-
rative as ‘a spoken or written account of events 
and information arranged in a logical sequence to 
influence the behaviour of a target audience’.

40 For more details on how Twitter (X) can be viewed 
in terms of narratives and its usefulness, see Neil 
Sadler (2018). ‘Narrative and Interpretation on 
Twitter: Reading Tweets by Telling Stories’, New 
Media & Society 20(9), 3266–82.

41 Open-source pretrained transformer models such 
as sentence transformers (sbert.net), OpenAI and 
Google Cloud NLP text embeddings, and Cohere 
offer diverse functionalities for natural language 
processing. Sentence transformers excel in 
creating sentence-level embeddings, enhancing 
semantic similarity and text classification tasks. 
OpenAI and Google Cloud NLP are effective 
for a range of applications, including sentiment 
analysis and language translation. Cohere and 
similar platforms provide advanced language 
understanding and generation capabilities. Each 
model has unique strengths, suitable for different 
NLP and information analysis tasks.

42  Extracted but not yet post-processed short sum-
maries or descriptions of larger text chunks, imag-
es etc. Usually they are direct, unedited accounts 
of events, identified using machine learning 
(clustering, NLP), without external interpretations.

43  The data context refers to the quantity of informa-
tion that an AI model can assimilate and process 
simultaneously. It is usually measured in ‘tokens’ 
that represent word-level text chunks.

44 A. Bryman (2016). Social Research Methods. 
Oxford University Press.

45 N.K. Denzin and Y.S. Lincoln (eds). (2011). The 
SAGE Handbook of Qualitative Research. SAGE.

46 R.A. Krueger (2014). Focus Groups: A Practical 
Guide for Applied Research. SAGE.

46

https://knightcolumbia.org/content/understanding-social-media-recommendation-algorithms
https://knightcolumbia.org/content/understanding-social-media-recommendation-algorithms
https://www.belfercenter.org/publication/technology-primer-social-media-recommendation-algorithms
https://www.belfercenter.org/publication/technology-primer-social-media-recommendation-algorithms
https://github.com/twitter/the-algorithm-ml/tree/main/projects/home/recap
https://www.nytimes.com/2023/03/26/technology/twitter-source-code-leak.html
https://www.nytimes.com/2023/03/26/technology/twitter-source-code-leak.html
https://blog.gdeltproject.org/llm-infinite-loops-in-llm-entity-extraction-when-temperature-basic-prompt-engineering-cant-fix-things/
https://blog.gdeltproject.org/llm-infinite-loops-in-llm-entity-extraction-when-temperature-basic-prompt-engineering-cant-fix-things/
https://blog.gdeltproject.org/llm-infinite-loops-in-llm-entity-extraction-when-temperature-basic-prompt-engineering-cant-fix-things/
https://blog.gdeltproject.org/llm-entity-extraction-vs-llm-embeddings-discontinuous-failure-points-vs-smooth-responsiveness/
https://blog.gdeltproject.org/llm-entity-extraction-vs-llm-embeddings-discontinuous-failure-points-vs-smooth-responsiveness/
https://blog.gdeltproject.org/llm-entity-extraction-vs-llm-embeddings-discontinuous-failure-points-vs-smooth-responsiveness/
https://blog.gdeltproject.org/llm-infinite-loops-failure-modes-the-current-state-of-llm-entity-extraction/
https://blog.gdeltproject.org/llm-infinite-loops-failure-modes-the-current-state-of-llm-entity-extraction/
https://blog.gdeltproject.org/llm-infinite-loops-failure-modes-the-current-state-of-llm-entity-extraction/
https://blogs.nvidia.com/blog/2022/03/25/what-is-a-transformer-model/
https://cloud.google.com/natural-language/docs/languages
https://www.tvnet.lv/7831659/krieviju-sasniedzis-dolaru-un-eiro-bads
https://openai.com/blog/gpt-3-5-turbo-fine-tuning-and-api-updates
https://openai.com/blog/gpt-3-5-turbo-fine-tuning-and-api-updates
https://openai.com/blog/openai-partners-with-scale-to-provide-support-for-enterprises-fine-tuning-models
https://openai.com/blog/openai-partners-with-scale-to-provide-support-for-enterprises-fine-tuning-models
https://openai.com/blog/openai-partners-with-scale-to-provide-support-for-enterprises-fine-tuning-models
https://ai.meta.com/llama/
https://bigscience.huggingface.co/blog/bloom


47  Bernard J. Jansen, Soon-gyo Jung and Joni 
Salminen (2023). ‘Employing Large Language 
Models in Survey Research’, Natural Language 
Processing Journal 4, 100020.

48 Behavioural Dynamic Institute Methodology 
Team (2015). BDI Methodology for Strategic 
Communications Campaigns. BDI Institute.

49 TA: target audience. According to AJP-10, TA 
should be simply Targets (T) but for better model 
reasoning as we do not explain the model what 
simply “Targets" mean, we have stuck to TA.

50  PMESII/ASCOPE tables used in human factor 
analysis.

51 For the simplicity of this report, we assume we 
have the outputs from the IEA. 

52 All mentioned and described targets in this report 
are completely hypothetical.

53 Llama Index AI: https://www.llamaindex.ai.

54 K. Manson (2023). ‘The US Military Is Taking 
Generative AI out for a Spin’, Bloomberg 
Newsletter Cybersecurity, 5 July.

55 AJP-10, 54, subsection d(1), Audience analysis. 
The PsyOps staff provide audience research and 
TAA for the IEA. They are an integral part of the 
Info Ops IEA function, but it is the decision of the 
director of communications whether they are 
teamed with or subordinated to that function. 

56 The White House, Office of Science and 
Technology Policy, Blueprint for an AI Bill of 
Rights. 

57 Federal Automated Vehicles Policy (USDOT). 
Occupant Protection for Vehicles with Automated 
Driving Systems (NHTSA). The Automated and 
Electric Vehicles Act 2018.

58 Ethics Guidelines for Trustworthy AI, 8 April 2019.

59 Policy and Investment Recommendations for 
Trustworthy Artificial Intelligence, 26 June 2019.

60 European Commission, White Paper on Artificial 
Intelligence: A European Approach to Excellence 
and Trust, COM(2020) 65 Final, Brussels, 19 
February 2020.

61  Ibid., 3–4.

62 European Parliament, Artificial Intelligence Act, 
P9_TA(2023)0236, 14 June 2023. Texts adopted 
by the European Parliament on the proposal for 
a regulation of the European Parliament and of 
the Council on laying down harmonised rules 
on artificial intelligence (Artificial Intelligence 
Act) and amending certain Union legislative 
acts (COM(2021)0206 – C9-0146/2021 – 
2021/0106(COD))1, Ordinary legislative proce-
dure—First reading.

63 White Paper, 13.

64 Legal developments have taken place outside the 
European Union as well, with multiple common 
law countries setting court precedent on the 
use of AI systems and copyright (Commissioner 
of Patents v. Thaler, Federal Court of Australia, 
Full Court, 13 April 2022, 289 FCR 45; Nduka v. 
International Patent Office, Chancery Division, 11 
February 2016, [2016] 2 WLUK 300) and adopting 
similar legislation to the General Data Protection 
Regulation, which includes discussion on the use 
of AI and data privacy. There are also two notable 
pieces of legislation in the United States, namely, 
the Electric Vehicles Act 2018 and the Algorithmic 
Accountability Act 2022 (not yet in force at the 
time of drafting this report), which respectively 
address liability that has risen from the use of 
AI and the danger of discrimination through the 
means of AI systems.

65 Charter of Fundamental Rights of the European 
Union, 2000/C 364/01, 18 December 2000, 
Official Journal of the European Communities C 
364/1, Articles 7–8. 

66  Ethics Guidelines for Trustworthy AI, 2.

67  Ibid., 2.

68  Ibid., 13.

69  Sentiment analysis that is able to estimate only 
general sentiment categories: ‘positive’, ‘negative’ 
and ‘neutral’.

70  OpenAI, GPTs vs Assistants [Accessed 6 
December 2023].

47

https://www.trngcmd.marines.mil/Portals/207/Docs/wtbn/MCCMOS/Planning%20Templates%20Oct%202017.pdf?ver=2017-10-19-131249-187
https://www.llamaindex.ai
https://www.bloomberg.com/news/newsletters/2023-07-05/the-us-military-is-taking-generative-ai-out-for-a-spin
https://www.bloomberg.com/news/newsletters/2023-07-05/the-us-military-is-taking-generative-ai-out-for-a-spin
file:https://www.whitehouse.gov/ostp/ai-bill-of-rights/
file:https://www.whitehouse.gov/ostp/ai-bill-of-rights/
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://leginfo.legislature.ca.gov/faces/billTextClient.xhtml?bill_id=201720180AB375
https://www.legislation.gov.uk/ukpga/2018/18/contents/enacted
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://help.openai.com/en/articles/8673914-gpts-vs-assistants


The NATO Strategic Communications Centre of Excellence (NATO StratCom COE) is a 
NATO accredited multi-national organisation that conducts research, publishes studies, 
and provides strategic communications training for government and military personnel. 
Our mission is to make a positive contribution to Alliance’s understanding of strategic 
communications and to facilitate accurate, appropriate, and timely communication  
among its members as objectives and roles emerge and evolve in the rapidly changing 

information environment.

Prepared and published by the

NATO STRATEGIC COMMUNICATIONS
CENTRE OF EXCELLENCE

www.stratcomcoe.org | @stratcomcoe | info@stratcomcoe.org


	_Int_OoANxkyD
	_The_legal_perspectiv
	_Ref153368643
	_Int_z68CTrri
	Abstract
	Understanding the role of StratCom in NATO
	The social perspective: what is required
	PsyOps requirements
	Target audience analysis
	Audience segmentation
	Construct validity
	Fundamental attribution error
	Operationalising the variables

	When we fail, why do we fail?
	Introducing the behaviour model: COM-B as a framework for TAA
	Capability
	Opportunity 
	Motivation
	Overview
	Example: TAA in a marketing company’s digital advertising campaign


	Technical prerequisites of a successful campaign
	Borrowing useful tools from IEA
	Hashtags and entities
	Challenges with sentiment analysis: from polar sentiment towards directional sentiment
	From topics to narratives
	Network analysis
	Deriving insights from surveys, interviews and focus groups
	Multimodal perspectives
	Fusing everything together

	Steering towards an AI toolbox for targeted communication

	The legal perspective
	The Artificial Intelligence Act 
	Ethics Guidelines for Trustworthy AI
	Legal framework for military purposes
	North Atlantic Treaty Organization 
	The European Union


	Conclusions and recommendations
	The legal considerations

	Endnotes

