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Introduction 
Current techniques for topic modelling 

and narrative detection are optimised for 
English language content, primarily catering 
to English-centric or other widely spoken 
languages, and do not perform as well on 
less spoken languages.1 These less-spoken 
languages, including those of the Baltic region, 
often contain unique cultural and contextual 
nuances not captured well by models trained 
in major languages. This issue is compounded 
for less spoken languages, where the chal-
lenge of accurately capturing cultural nuances 
becomes even more pronounced, leading to 
inaccurate or incomplete analysis.2 In strategic 
communications, these limitations pose a sig-
nificant challenge in effectively analysing the 
digital information environment.3 Furthermore, 
equalising strategic communications capabil-
ities across allies is essential. As highlighted 
in our report, AI in Support of StratCom 
Capabilities4, this research aims to bring parity 
in strategic communication tools and practic-
es among allies.5 Disinformation transcends 
geographic boundaries, and technological 
limitations in the digital space necessitate the 
development of robust capabilities for defence 
against such challenges. This research aims to 
illuminate gaps in current methodologies that 
require further exploration and resolution. This 
report evaluates the potential of the languages 
of the Baltic States—Estonian, Latvian, and 
Lithuanian—for topic modelling and narrative 
detection. Specifically, we will focus on anno-
tated datasets and open-source tools suitable 
for executing these tasks. 

The structure of this report is organised 
as follows. Sections 2 and 3 delve into our 
primary areas of interest: topic modelling and 
narrative detection, respectively. Given the 
term’s ambiguous interpretation within existing 
literature, narrative detection receives an in-
depth examination. With diverse approaches 
identified for narrative detection, we have 

aimed to distil a shared framework from the 
myriad tasks associated with this designation. 

In Section 4, we evaluate the existing 
capabilities in executing the two tasks for 
each Baltic language, primarily focusing on 
research conducted in academic settings. 
The emergence of Large Language Models 
(LLMs) like Generative Pre-trained Transformer 
4 (GPT-4) has greatly enhanced the capabil-
ities of Natural Language Processing (NLP) 
technologies. GPT-4 is the latest iteration of 
OpenAI’s advanced language model series.6 
It represents a significant advancement in ar-
tificial intelligence, building upon the success 
of its predecessor, GPT- 3.7 These models are 
based on transformer architecture, a type of 
deep neural network, and obtain state-of-the-
art performance for various language-related 
tasks. However, developing and training such 
advanced LLMs demands significant compu-
tational power and expertise, restricting this 
ability to a few entities with access to high-
end computational resources and specialised 
knowledge. The cost of training a model like 
GPT-4 can vary widely, ranging from several 
million to tens of millions of dollars, influenced 
by factors like scale, training efficiency, and 
model-specific requirements. Currently, there 
are no Baltic language LLMs with capabilities 
comparable to GPT-4. Therefore, our review 
concentrates on works preceding the introduc-
tion of these advanced architectures. 

Nevertheless, section 5 evaluates 
GPT-4’s effectiveness in narrative detection. 
In particular, for the Estonian language, we 
evaluate the capabilities of GPT-4 for per-
forming narrative detection using a small set 
of Estonian news articles about unauthorised 
mass migration from Belarus to Latvia.
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Topic Modelling 
Topic modelling is a collection of sta-

tistical techniques designed to uncover the 
latent topics embedded within a corpus of 
documents. It provides a structured method 
to structure vast amounts of textual data. Such 
models are good at organising large datasets, 
reducing dimensionality, and unveiling hidden 
semantic patterns. Various topic modelling 
methodologies include: 

 � Latent Dirichlet Allocation (LDA)8: 
Often considered the cornerstone of 
topic modelling, LDA sees documents 
as composed of various topics, while 
a topic comprises different words. 
LDA identifies topics by examining 
word distribution across documents, 
subsequently determining both topic 
prevalence in documents and word 
prevalence within topics. 

 � Hierarchical Topic Models9: 
This extends basic topic models by 
identifying a hierarchy or tree of topics, 
where topics at each level of the tree 
are derived from the topics at the level 
above. This can be useful in capturing 
more fine-grained or specific topics 
nested within broader ones. 

 � Unsupervised Topic Models: These 
models, like LDA, do not use any labels 
or metadata and rely purely on the 
word distributions within documents to 
identify topics. They aim to capture the 
data’s inherent structures without prior 
knowledge or external guidance. 

 � Supervised Topic Models10: While 
conventional topic models are 
unsupervised and focus solely on 
discovering topics from the data, 
supervised topic models incorporate 
metadata or labels associated with 
documents to influence the topic 
discovery process. This can be 
particularly beneficial when certain 
topics are expected or desired 

based on external factors or known 
categories. 

Topic models are powerful tools that 
help make sense of large amounts of infor-
mation, including highlighting hidden patterns 
and themes. For instance, they help websites 
suggest articles you might like based on your 
reading. They can take a big pile of information 
and create a summary that captures the main 
points. Researchers use them to sift through 
massive datasets to identify key topics. 

Neural topic modelling11 is an approach 
that applies neural network architectures to the 
problem of topic modelling, which traditionally 
has been addressed by probabilistic methods 
like LDA. Neural topic models can potentially 
model complex patterns in data and are more 
flexible in incorporating additional contexts 
such as document metadata or pre-trained 
word embeddings. They can also be scaled to 
handle very large datasets efficiently. 

On social media, they help spot what 
topics are trending or becoming popular. They 
are even used in fields like history and litera-
ture to study big collections of texts, helping 
scholars uncover new insights about the past 
and cultural trends. Below is an example of a 
hypothetical topic model applied to a political 
text about the recent situation in the Middle 
East. The source of the text is part of an article 
published by The Atlantic by Gal Beckerman 
on 7 October 2023, The Middle East Region 
Is Quieter Today than It Has Been in Two 
Decades.12 

The provided text is segmented based 
on hypothetical topic modelling results into 
distinct blocks corresponding with paragraphs 
where the text subject changes. Above 
each block, a bolded topic label is added to 
describe the main theme of that paragraph. 
The text is divided into four sections, each 
with its own topic: National Security & Middle 
East Developments, Conflict & Hamas Attack, 
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Military Mobilisation & Israeli Response, and 
American Perception & Analysis.

National Security & Middle East 
Developments: Just eight days ago, National 
Security Adviser Jake Sullivan, speaking at 
The Atlantic Festival, rattled off a long list of 
positive developments in the Middle East, 
developments that were allowing the Biden 
administration to focus on other regions and 
other problems. A truce was holding in Yemen. 
Iranian attacks against U.S. forces had stopped. 
America’s presence in Iraq was “stable.” The 
good news crescendoed with this statement: 
“The Middle East region is quieter today than it 
has been in two decades.” 

Conflict & Hamas Attack: One week 
later, a shocking, multifront attack launched 
by Iranian-supported Hamas against Israel has 
turned the Middle East into a maelstrom. The 
assault, almost 50 years to the day after the 
surprise Arab attack on Israel that marked the 
opening of the Yom Kippur War, could repre-
sent a paradigm-shifting moment as big as 9/11. 
So far, more than 100 Israelis are confirmed 
dead and many hundreds more gravely injured 
in a coordinated attack by Hamas terrorists 
who infiltrated by land, sea, and air. A thou-
sand tragedies will unfold—at the moment, 
an unknown number of Israeli civilians and 

soldiers might be held hostage in Gaza. As of 
this writing, nearly 200 are reported dead in 
Israeli reprisal raids. 

Military Mobilisation & Israeli Response: 
The Israeli army has activated at least 
100,000  reservists, and a full-scale ground 
invasion of Gaza is plausible, if not probable. 
Behind this moment are failures of intelligence 
but also of imagination. The Israeli government, 
led by Prime Minister Benjamin Netanyahu, 
who has styled himself as “Mr. Security” for 
decades, will have much to answer for in the 
coming weeks and months. 

American Perception & Analysis: 
But Sullivan’s comments, made onstage in 
Washington to The Atlantic’s editor-in-chief, 
Jeffrey Goldberg, also suggest how little sense 
there was among Biden officials that some-
thing like this could happen. “Challenges re-
main,” Sullivan said in his comments last week. 
“Iran’s nuclear weapons program, the tensions 
between Israelis and Palestinians. But the 
amount of time I have to spend on crisis and 
conflict in the Middle East today, compared to 
any of my predecessors going back to 9/11, is 
significantly reduced.”
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Narrative Detection 
Despite the diversity in data and oper-

ations labelled as narrative detection13, three 
elements stand consistent in all automatic 
narrative detection efforts: named entity rec-
ognition (NER), identifying the semantic rela-
tionships between these entities (relationship 
extraction), and identifying plots. 

Named Entity Recognition (NER) 
NER and its subtask, fine-grained NER, 

are essential components of information ex-
traction that aim to categorise named entities 
in unstructured text into set categories like 
persons, organisations, and locations, among 
others. Fine-grained NER takes this further 
by identifying more specific categories within 
these broader groups, such as differentiating a 
city from a country. 

The two main methods for automated 
entity learning are rule-based systems and 
machine learning techniques. Rule-based sys-
tems use manually devised patterns to identify 
entities within text. However, this method’s 
rigidity can hinder its ability to adapt to the nu-
anced nature of language, potentially affecting 
identification accuracy. 

On the other hand, machine learning 
techniques provide more flexibility and ac-
curacy. They operate by training models on 
datasets with text tokens mapped to specific 
entity tags, allowing the models to identify and 
categorise entities in new texts effectively. This 
adaptability enables more robust and accurate 
entity recognition. 

The latest advances in NER use pre-
trained models based on transformer archi-
tecture.14 These architectures15 undergo a two-
step process of pretraining and fine-tuning. 
In pretraining, models are exposed to large 
datasets, learning to predict the next word 

and capturing contextual information through 
attention mechanisms. In the fine-tuning stage, 
the pre- trained models are further trained on 
smaller, task-specific datasets. Despite these 
advances, challenges remain, especially in the 
domain adaptability of NER models and iden-
tifying specific entity types, such as events, 
which vary significantly based on narrative 
context. 

Entities like actors, events, and timelines 
play a significant role in extracting semantic 
insights from narratives. 

In the provided text sample, specific 
words or phrases are marked to denote var-
ious entities, including actors, events, and 
timelines. These entities are encapsulated in 
brackets with their respective category noted 
in subscript. 

Consider the following examples: 

 � Summer of 1969 is identified as a 
timeline

 � Neil Armstrong and Buzz Aldrin are 
labelled as actors. 

 � Apollo 11 mission is marked as an 
event. 

This approach to tagging allows for the 
effortless identification and classification of 
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diverse entities within the text, facilitating the 
extraction of valuable information from narra-
tives, as demonstrated in example 3.1. 

In the [summer of 1969]timeline, 
[Neil Armstrong]actor and [Buzz Aldrin] actor 
made history by becoming the first 
humans to land on the moon during the 
[Apollo 11 mission]event. This incredible 
[event]event was watched on television 
by an estimated 600 million people 
worldwide. [Armstrong]actor’s famous 
words as he stepped onto the lunar 
surface, ”That’s one small step for man, 
one giant leap for mankind,” are still 
remembered and quoted today. 

Fast forward to [July 20, 2019]timeline, 
which marked the [50th anniversary] timeline 
of the [Apollo 11 moon landing]event. 
Various [events]event and celebrations 
were held around the world to 
commemorate this significant milestone 
in human history. [NASA]actor celebrated 
the anniversary with a live television 
broadcast and events at the [Kennedy 
Space Center]actor, highlighting the 
achievements of [Armstrong]actor, 
[Aldrin] actor, and the many others who 
contributed to the successful [Apollo 11 
mission]event. 

Relationship extraction (RE) 
The next layer in implementing narrative 

detection building on the NER is relationship 
extraction (RE). As NER, RE is a sub-task of 
information extraction in NLP that focuses on 
identifying and classifying semantic relation-
ships between entities mentioned in a text. 
For narrative detection, the goal is to convert 
unstructured text data into structured infor-
mation automatically. This involves extracting 
the relationships between actors, events, and 
timelines.16 Older approaches to RE were based 
on expert-devised lexico-syntactic patterns.17 
The patterns are designed to capture how 
relationships between entities are typically 
expressed in natural language text. Examples 
of lexico-syntactic patterns for encoding the 
hypernym relation for the English language are 
“X is a Y,” “X such as Y,” “X or other Y,” and 
“X and other Y.” Applying the second pattern 
(“X such as Y”) to the text below would yield 
the following extracted relationship: state-con-
trolled media outlets −> sources of disinfor-
mation, online proxy media outlets −> sources 
of disinformation, social media operations −> 
sources of disinformation.

“State-controlled media outlets such 
as RT and Sputnik, along with online 
proxy media outlets and malign social 
media operations, are often implicated 

in spreading disinformation to advance 
national interests.”

 Here, “sources of disinformation” is 
identified as the hypernym (general term), and 
“state-controlled media outlets,” “online proxy 
media outlets,” and “social media operations” 
are identified as hyponyms (specific terms), 
indicating that these are types of sources 
that can be involved in the dissemination of 
disinformation.18 Cutting-edge techniques for 
relation extraction in NLP have markedly ad-
vanced with the emergence of deep learning 
and neural networks. State-of-the-art methods 
include transformer models such as BERT19, 
GPT-x20, and Graph Neural Network21 archi-
tectures. Additionally, the distant supervision 
approach22 auto-labels training data using 
large knowledge base entries or leveraging 
Wikipedia. In narrative detection, the typical 
relationships focus on the interaction and con-
nections among actors, events, and timelines 
within the narrative. 
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Common types of relations include: 

1. Causal Relationships: 
Description: Identifies cause-and-effect 

relationships between events or actions within 
the narrative. 

Example: An event (E1) leads to another 
event (E2). 

2. Temporal Relationships: 
Description: Establishes the chronologi-

cal order of events or actions. 
Example: An event (E1) occurs before 

another event (E2). 

3. Spatial Relationships: 
Description: Outlines the geographic or 

spatial connections between actors or events.
Example: An actor (A1) is located in a 

place (P1). 

4. Social Relationships: 
Description: Describes the interactions 

and relationships between actors. 
Example: An actor (A1) is a friend of 

another actor (A2). 

5. Participation Relationships 
Description: Describes how actors are 

involved in events.
Example: An actor (C1) participates in an 

event (E1). 

Considering the text from example 3.1, 
a Relationship Extraction Module for narrative 
detection should identify the following types of 
relations. 

 � Temporal Relationship 
– [Summer of 1969] is temporally related 

to the event [Apollo 11 mission]. This relation-
ship establishes that the Apollo 11 mission 
occurred during the summer of 1969. 

 � Participation Relationship: 
– the actors [Neil Armstrong] and [Buzz 

Aldrin] participate in [Apollo 11 mission]. This 
relationship identifies Neil Armstrong and Buzz 
Aldrin as the key actors in the Apollo 11 mission.

 �  Spatial Relationship 
– [Neil Armstrong] is spatially related 

to [moon]. This relationship identifies that Neil 
Armstrong was on the moon. 

 � Social Relationships: 
– [NASA] is socially (organisationally) re-

lated to [Armstrong] and [Aldrin]. In the context 
of the relationship between NASA, Armstrong, 
and Aldrin, it may be more accurate to classify 
it as an organisational or affiliation relationship. 
This would represent the professional connec-
tion between Armstrong and Aldrin as astro-
nauts and NASA as the space agency they 
worked for. Organisational relationships could 
be taught as a subtype of social relationships. 
This classification allows for a more granular 
and specific understanding of the relationships 
while still falling under the broader category of 
social relationships. 
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Plot discovery and story evolution 
In our prior explorations of NER and RE, 

we discussed the identification of entities and 
the connections between them. From an NER 
perspective, this means distinguishing key 
‘events’ and ‘characters’ as separate entities. 
Extending this with Relationship Extraction 
allows us to understand the evolving dynamics 
among characters and their actions over time. 
Building on this foundation, identifying plots 
becomes the subsequent phase in narrative 
analysis.23 Essentially, plots chart the course 
of events and character developments within 
a narrative, intertwining various sub-stories. 
The principal components of plots, also known 
as Freytag’s Pyramid, consist of the following 
steps: 

 � Exposition: Introduces characters, setting, 
and conflict. The setting is the backdrop, 
specifying time, place, and environment 
influencing characters and events. 

 � Rising Action: Events post-setup, 
escalating tension and complexity, with 
characters facing challenges leading up to 
the climax. 

 � Climax: The story’s critical moment where 
the main conflict intensifies, marking a 
turning point and setting the stage for 
resolution. 

 � Falling Action: Events after the 
climax, signifying conflict resolution 
beginnings, with decreasing tension and 
complications. 

 � Resolution: The story’s final phase, 
addressing unresolved matters, depicting 
characters’ outcomes, and ending the 
narrative.

 For example, consider the following 
narrative about the unfolding of the COVID-19 
pandemic. 

In December 2019, the city of Wuhan 
in China reported mysterious cases of 

pneumonia, marking the beginning of 
an unprecedented global health crisis. 
Scientists and doctors raced against 
time to identify this new threat, reveal-
ing a novel coronavirus. As the world 
watched with bated breath, the virus 
spread across continents, bringing bus-
tling metropolises to a standstill. 

Governments scrambled to respond, 
imposing lockdowns and closing 
borders. Frontline healthcare workers 
became the heroes of this tale, 
battling the surge in patients despite 
dwindling resources. Researchers and 
pharmaceutical companies worldwide 
collaborated in the search for a vaccine 
at a pace never seen before in medical 
history. 

Despite the fear and despair, communi-
ties came together in solidarity. Families 
sang from balconies, and strangers de-
livered groceries to the elderly. Yet, the 
socioeconomic disparities became ev-
ident, and debates about public health 
versus economic stability raged on. 

By the end of 2020, vaccines were 
rolled out, providing a glimmer of hope. 
Slowly, the world adapted to a ‘new nor-
mal,’ redefining work, travel, and social 
interactions. The story is ongoing, with 
lessons on resilience, cooperation, and 
the indomitable human spirit. 

 � Exposition: Discovering mysterious 
pneumonia cases in Wuhan, China, and 
identifying a novel coronavirus. 

 � Rising Action: The spread of the virus 
worldwide, governments’ responses with 
lockdowns and border closures, and the 
global race for a vaccine.

 � Climax: The intense strain on healthcare 
systems, the socio-economic debates, and 

11



the world grappling with an unforeseen 
challenge. 

 � Falling Action: The development and 
distribution of vaccines, the emergence 
of global solidarity, and the adaptation to 
new ways of living and working. 

 � Resolution: The world is beginning to 
embrace a ‘new normal’ and drawing 
lessons from the pandemic, even though 
the story of COVID-19 is yet to see a 
definitive end. 

Story Evolution delves deeper into the 
understanding of how narratives progress 
over time. However, while the plot gives us 
the overarching structure, the evolution of 
the story brings out the finer details and the 
nuances. Usually, the story evolution has two 
components.24 

1. Shift Detection: This involves recog-
nising significant changes or deviations in the 
narrative. These shifts could be in the form of 
major turning points, character dynamics alter-
ations, theme changes, or tone shifts. 

2. Causal Relation Extraction: A deeper 
understanding of the narrative necessitates 
comprehending the cause-and-effect relation-
ships embedded within. This component aims 
to unveil the reasons behind every significant 
event or decision in the story. By understand-
ing causality, one can predict future narrative 
progressions or backtrack to the origins of 
certain events or conflicts. 

The analysis of the evolution of the 
previous story about COVID-19 helps to under-
stand the pivotal moments (shifts) in the narra-
tive and the causal relationships that drive the 
story’s progression.

 �  Shift Detection: The story witnessed 
several major shifts. From the initial 

discovery of the virus to its global spread, 
to vaccine development, and finally to 
global adaptation.

 � Causal Relation Extraction: The cause-
and-effect relationships are evident 
throughout. The discovery of the virus 
(cause) led to global alertness (effect). 
The rapid spread of infections (cause) 
resulted in lockdowns and a global crisis 
(effect). Vaccine development (cause) led 
to a decrease in infections and a ray of 
hope (effect). 

The interplay between Plots and Story 
Evolution in the COVID-19 Narrative works as 
follows. 

1. Exposition and Shift Detection: The 
exposition of the novel virus sets the initial 
shift, moving the world from a state of normal-
cy to heightened alertness. 

2. Rising Action and Causal Relation 
Extraction: The rising action, characterised by 
the global spread, had a direct causal relation-
ship with worldwide responses like lockdowns 
and travel bans. 

3. Climax and Major Turning Point: The 
major turning point was the climax, where in-
fections peaked. It dictated global responses 
and catalysed rapid vaccine research and 
development. 

4. Falling Action and Adaptation: The 
distribution of vaccines and global adaptation 
to the new normal showcases a causative rela-
tionship where the availability of a preventive 
measure (vaccine) led to a decrease in infec-
tions and eventual societal adaptation. 

5. Resolution and Ongoing Evolution: 
The resolution is ongoing and an evolving 
response to the pandemic. This continuous 
evolution is influenced by the learnings from 
the previous plot points and their causative 
outcomes. 
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Narrative Detection and  
Topic Modelling in the Baltics 
Estonian 

EstNLTK25 is an open-source tool for 
Estonian NLP. EstNLTK provides common NLP 
functionality such as paragraph, sentence, and 
word tokenisation, morphological analysis, 
and NER. Tools like EstNLTK and open-source 
implementations of topic modelling packages, 
like LDA, are sufficient for performing topic 
modelling in Estonian. The following is a typical 
workflow for performing traditional topic mod-
elling using EstNLTK: 

1. Data Collection: Gather the textual 
data in Estonian on which you intend to per-
form topic modelling. 

2. Text Pre-processing with EstNLTK: 

A Tokenisation: Split the text into sentenc-
es and words using EstNLTK’s tokenisa-
tion functions. 

B Morphological Analysis: Analyse 
the morphological structure of words 
to extract root forms and assign 
part-of-speech-tags.

C NER (Optional): Identify and possibly 
exclude named entities if they are not 
relevant to your topic modelling goals. 

3. Topic Modelling: After pre-processing 
the text, transition it into a bag-of-words 
or Term Frequency - Inverse Document 
Frequency (TF-IDF) representation. To 
extract topics from this representation, 
leverage an open-source topic model-
ling package such as LDA. It is essential 
to highlight that EstNLTK does not come 
equipped with LDA, so turning to other 
libraries like Gensim or Scikit-learn can 
be beneficial. Once the modelling be-
gins, determining the optimal number 

of topics is crucial. Achieving this might 
require several iterations, adjusting the 
topic count, and assessing the resulting 
topics for coherence and distinctiveness. 

4. Evaluation & Analysis: Review the 
relevance of words associated with each topic. 
To quantitatively evaluate the topics, we can 
employ topic coherence metrics. Additionally, 
visualisation tools, such as pyLDAvis, offer 
insightful perspectives into the topics and their 
significance. 

5. Post-processing (optional): 
Depending on the application, you might 
wish to cluster topics further, associate them 
with metadata, or integrate them into other 
applications. 

6. Iterative Refinement: Refinement 
is often needed in topic modelling. Based on 
the results, adjustments may be required in 
pre-processing, modelling, or the number of 
topics. 

A major advantage of neural topic 
modelling is its capacity to largely operate in a 
language-agnostic manner. This quality arises 
because neural networks, especially those 
employed for topic modelling, are intrinsically 
built to discern patterns from data, irrespective 
of the language involved. Consequently, neu-
ral topic modelling can be effectively applied 
to the Estonian language in a way that is inde-
pendent of language-specific constraints. 

Previous research on Estonian topic 
modelling, the results of which can be reused 
in the refinement step, is presented in Barbu et 
al., 2018.26 They empirically identified the best 
number of topics for a 185 million newspaper 
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corpus. These topics were translated into 
English and annotated by two individuals. 
Subsequently, Estonian and Princeton WordNet 
were employed to find word pairs in topics with 
notable taxonomic similarity. Tools developed 
in the European project “Microservices at 
your Service – Bridging the Gap between NLP 
Research and Industry”27 can be adapted for 
narrative topic modelling and narrative detec-
tion tasks. This project focuses on dockerising 
specialised language technology services and 
equipping them with a web API, facilitating easy 
reuse by stakeholders such as researchers and 
the industry.28 The catalogue of microservices 
for the Estonian language can be accessed at 
the following link in the footnote.29 

Narrative detection has not been pre-
viously attempted for the Estonian language, 
leading to a lack of domain-specific annotated 
datasets. Yet, based on the task definition pro-
vided in the prior section, existing datasets and 
code can be repurposed to facilitate narrative 
detection in Estonian. Data and code support 
the initial two steps essential for narrative de-
tection in Estonian: NER and RE. 

The primary references for NER in the 
Estonian language are outlined in Sirts, 2023.30 
The first dataset comes annotated with a 
three-tier taxonomy of entities, encompassing 
common types such as Persons, Locations, 
and Organisations and distinctive types like 
Product and Title. Detailed statistics for this 
dataset are available at: github.com/TartuNLP/
EstNER. The second dataset is a compilation of 
news and media texts annotated with a hier-
archical entity structure. In-depth statistics for 
this latter dataset can be found at: github.com/
TartuNLP/EstNER_new.

There is an NLP task that is usually 
glossed over when we talk about narrative 
detection coreference resolution. Coreference 
resolution in NLP determines which words 
(or phrases) in a text refer to the same entity. 
Specifically, it involves identifying all expres-
sions, called mentions, in a text that refer to 
the same underlying entity or concept. These 
mentions can include pronouns (e.g., “she,” 
“it”), definite noun phrases (e.g., “the car”), and 

names (e.g., “John”). For pronominal corefer-
ence resolution in Estonian, the EstAnaphora 
corpus is available and can be accessed 
at github.com/EstSyntax/EstAnaphora. This 
corpus comprises texts from Estonian news-
papers, magazines, and a scientific journal 
covering the period from 1998 to 2007. With 
approximately 253,000 words, EstAnaphora 
includes 7,250 nominal coreference pairs. 
These pairs consist of a pronoun and its refer-
ent, which could be a common noun, a proper 
noun, or another pronoun. Event coreference 
involves identifying instances within a text 
or collection of texts where different expres-
sions mention the same event. Essentially, it 
ascertains whether multiple mentions of an 
event within a document correspond to the 
same real-world occurrence, regardless of 
differences in phrasing or specifics. An initial 
investigation into event coreference can be 
found in Orasmaa, 2015.31 While the study uses 
an annotated dataset, it remains unpublished 
but can be accessed upon request. Temporal 
expressions in the Estonian language are an-
notated within the Estonian TimeML Corpus 
(github.com/soras/EstTimeMLCorpus), a subset 
of the Estonian Dependency Treebank. 32 This 
corpus comprises 80 newspaper articles in 
Estonian, totalling around 22,000 word tokens. 
Each article comes with manually refined mor-
phological and dependency syntactic annota-
tions supplemented with temporal semantic 
annotations. 

EstBERT33, a model tailored for the 
Estonian language, is based on the BERT archi-
tecture developed by Google. BERT is a deep 
learning model in NLP that utilises bidirectional 
transformers to comprehend word contexts in 
sentences. Specifically fine-tuned on Estonian 
texts, EstBERT captures the language’s nu-
ances and grammar, making it appropriate for 
various Estonian NLP tasks, including NER. By 
leveraging this pretrained model, researchers 
achieve state-of-the-art performance in NER 
for Estonian.

To our knowledge, one of this study’s 
co-authors conducted the only study on seman-
tic relationship extraction for the Estonian lan-
guage. Led by the Estonian Military Academy, 
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the study utilised a cutting-edge relation 
extraction system rooted in the BERT architec-
ture to identify entities for military intelligence 
and their semantic relations automatically. 
While the code for relationship extraction is not 
publicly accessible, it can be obtained upon 
request from the author. A pronominal coref-
erence resolver was presented in Barbu et al., 
2020.34 The pronominal coreference resolution 
module trained on the EstAnaphora corpus 

contains different ML algorithms and is freely 
available at Estonian Coreference GitHub.35 

The third phase of narrative detection, 
which involves uncovering and tracing the 
evolution of plots, has yet to be explored for 
the Estonian language. 

Lithuanian 
In 2012, a report36 published on the 

language technology support for European 
languages evaluated Lithuanian language 
as ‘extremely under resourced and with very 
weak support’. Utka et al., 201637 argued that 
the crucial reasons for the lack of progress of 
NLP tools for Lithuanian through re- search 
were: i) Global research communities were 
less interested as only three million speakers 
make Lithuanian commercially unattractive, ii) 
Lithuanian R&D mainly depended on national 
and European structural funds. However, a sig-
nificant boost was noticed in NLP technologies 
for Lithuanian after 2012, due to the successful 
implementation of the national programme 

The Lithuanian Language for Information 
Society (2012-2015) and the involvement of in-
ternational language technology communities 
and infrastructures such as METANET38 and 
CLARIN ERIC.39 Following this, the Government 
of Lithuania took a number of initiative pro-
grammes to boost NLP research for Lithuanian.

The purpose of this section is to evaluate 
the NLP capabilities of Lithuanian with respect 
to topic modelling and narrative detection. In 
the context of the Lithuanian language, the 
following subsections discuss the existing 
research and research gaps for handling topic 
modelling and narrative detection tasks. 

Topic Modelling 
In spite of the recent success stories 

of various NLP tasks employing transform-
er-based language models and neural 
networks, the proposed topic modelling 
approaches for Lithuanian are yet to leverage 
that. While surveying the studies carried out 
on topic modelling for Lithuanian language 
texts, we found only two topic modelling pa-
pers that were published in the recent past. 
However, neither of them employed any neural 
approaches. Rather, those studies used tradi-
tional ML approaches: LDA40 and Correlated 
Topic Model.41 

Mandravickaite et al., 202042 employed 
LDA as the topic modelling approach to iden-
tify trending topics in different media sources, 

which includes Lithuanian news portal (delfi.
lt) and two alternative/unconventional media 
channels – namely, sarmatas.lt and netiesa.
lt. In the pre-processing step, lemmatisation 
and lower-casing were achieved using the 
core Lithuanian models of SpaCy.43 An open-
source Python library44, specifically developed 
for Lithuanian text processing, was used to 
remove stopwords, numbers, symbols, and 
punctuation marks. 

Later, in 2021, Rabitz et al., 202145 
employed the topic modelling approach for 
Lithuanian mass media discourse on climate 
change. The corpus consists of 583 Lithuanian 
news articles published on three popular news 
websites between 2017 and 2018. The authors 
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argued that the Correlated Topic Model (CTM) 
is more realistic than LDA because it assumes 
that the occurrences of different topics within a 
collection of documents may be correlated to 
each other. Moreover, in support of their state-
ment, they cited Blei and Lafferty, 2007,46 that 
confirmed the superiority of CTM over LDA. 
Hence, in this work, the CTM was chosen over 
LDA as the topic modelling approach. 

Taking into account the aforementioned 
approaches in the previous paragraphs, the 
workflow for performing topic modelling could 
be as follows: 

1. Data Collection: Acquire Lithuanian 
textual data intended for performing topic 
modelling.

 2. Pre-processing: A standard pre-pro-
cessing pipeline (which includes lowercas-
ing, correction of character encoding and 
formatting issues, removal of numbers and 
common Lithuanian stopwords, and removal 
of punctuation) can be achieved following the 
work of Mandravickaite et al., 2020,47 which 
employed Core Lithuanian models of SpaCy48 

and a dedicated open-source Python library49 

for Lithuanian NLP. Also, it can make use of the 
existing coreference resolution approaches.50

In topic modelling, often only noun 
and adjective terms are considered, which 
improves the outcome. Identifying those noun 
and adjective terms requires part-of-speech 
(POS) tagging tools. We observed that POS 
tagging tools are available for Lithuanian.51 

Hence, the models to be developed could lev-
erage the existing POS tagging tools. 

3. Topic modelling: Following the studies 
of Mandravickaite et al., 202052; Rabitz et al., 
202153, the LDA and CTM can be employed 
as topic modelling approaches for Lithuanian 
texts. 

4. Evaluation & Analysis: The effec-
tiveness of the employed topic modelling 
approaches can be evaluated by taking 
into account two main aspects: coherence 
and relevance. Coherence measures how 
well the words in a topic are related to each 
other, based on their semantic similarity or 
frequency. Relevance measures how well the 
topics capture the main themes or aspects of 
the documents, based on their importance or 
specificity. There are various metrics and tools 
to calculate coherence and relevance, such as 
C_V, U_Mass, topic coherence pipeline, etc. 

The workflow presented above is based 
on traditional ML approaches. The textual 
contents are represented as a bag of words. 
The state-of-the-art BERTopic54 can work as 
a multilingual model if embeddings for the 
specific language are provided to it as input. 
Considering this, topic modelling in Lithuanian 
can leverage this state-of-the-art topic mod-
elling model. Embeddings can be generated 
using monolingual and multilingual language 
models (LMs) that support Lithuanian. We found 
the presence of both monolingual (namely, 
LitBERTa-uncased) as well as multilingual LMs 
(namely, mBERT, XLM-R, and LitLat BERT), 
which can be used for embedding generation 
for the Lithuanian texts. 

Narrative Detection 
Despite the gradual progress in lan-

guage processing tasks in Lithuanian since 
2012, we could not find any research work on 
narrative detection in Lithuanian. However, the 
guidelines described in Section 3 could give 
an ideal kick-start for narrative detection in 
Lithuanian. 

 1. Named Entity Recognition: Since 
2012, an open-source freely available named 
entity recognition toolkit called TildeNER55 
has been available for Lithuanian NER tasks. 
TildeNER was released under the Apache 2.07 
license and can be freely acquired through 
the toolkit for multi-level alignment and infor-
mation extraction from comparable corpora, a 
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public deliverable of the ACCURAT56 project. It 
supports basic along with some additional NE 
classes, namely organisation, person, location, 
date, time, and money. The F-measure effec-
tiveness of the model is 0.65. In the recent past, 
a BERT-based multilingual model named LitLat 
BERT57 was introduced. The transformer-based 
LLM was trained on Lithuanian, Latvian, and 
English corpora. Lithuanian corpora were com-
posed of Lithuanian Wikipedia from 201858, the 
Lithuanian part of the Directorate-General for 
Translation (DGT) corpus,59 and the LtTenTen14 
corpus.60 On the TildeNER dataset, the LitLat 
BERT achieved an 0.85 F-measure, which is a 
drastic improvement over the Lithuanian NER 
task. Last year, in the context of  Baltic languag-
es, Viksna and SKADINA, 200761 evaluated the 
NER in multilingual settings. For Lithuanian, 
they observed that on the EUR-LEX dataset,62 
the mBERT model performed better than other 
multilingual transformer models such as XLM-R 
and LitLat BERT. 

2. Relationship extraction: This NLP task 
has not been explored with to its fullest poten-
tial. To the best of our knowledge, Vileiniškis et 
al., 20163  presented an approach to semantic 
search over domain-specific Lithuanian web 
documents. In this information retrieval task, 

they leverage information extraction, more 
specifically, relation extraction to achieve their 
goal. They employed a rule-based approach 
that looks for specific lexico-semantic pat-
terns, combining information from prior lexical, 
morphological and named entity annotations. 
The proposed ruleset works on political and 
economic events. Hence, the present status 
of NLP capabilities in Lithuanian is significantly 
behind the moderate approaches to relation 
extraction. Therefore, extensive research 
is needed to handle relation extraction in 
Lithuanian texts. 

3. Plot discovery and story evolution: 
Like other Baltic languages, NLP researchers 
in the Lithuanian language have not explored 
these areas. Nevertheless, future research in 
these areas could leverage the existing mono-
lingual (namely, LitBERTa-uncased) as well as 
multilingual LLMs (namely, mBERT, XLM-R, and 
LitLat BERT). 
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Latvian 
The situation with NLP capabilities for 

Latvian is similar to Lithuanian. Latvia was 
put in the “little to no language technology 
support” category in the 2012 report about the 
availability of language resources for European 
languages.64 Since then, more than a decade 
later, significant advancements have been 
achieved in developing language resources 
and tools, such as text and speech corpora 
and pre-trained language models.65 One of 
the notable examples is NLP-PIPE—a publicly 
available pipeline for Latvian NLP.66 However, 
there is still a need to develop more advanced 

capabilities to be able to perform tasks such as 
narrative detection in Latvian. 

The necessity to develop such re-
sources is also acknowledged by the Latvian 
government, with ongoing projects such as the 
Research on Modern Latvian Language and 
Development of Language Technology67, which 
aims to advance and further develop language 
resources and tools for modern Latvian. The 
other notable initiative is the crowd-sourcing 
activity Balsu Talka, asking Latvian-speaking 
people to contribute their voices and assist in 
the creating a Latvian voice corpus.68 

Topic Modelling 
There are multiple case studies that 

leveraged LDA as a generative probabilistic 
model for extracting topics from Latvian cor-
pora. Notable examples include topic analyses 
in Latvian legal documents.69 The authors also 
used Hierarchical Dirichlet Process (HDP)70 to 
automatically detect the number of topics. The 
other example is a recent paper that explores 
the methodology of LDA topic modelling for 
analysing a dataset of historical newspapers 
in Latvian.71 This paper is a part of a series 
of case studies to explore text analysis tech-
niques for the analysis of the collection of 
digitised historical newspapers of the National 
Library of Latvia. The potential workflow for 
performing topic modelling in Latvian is the 
same as described in the corresponding 
sections about Lithuanian and Estonian. The 
useful tool would be the previously mentioned 
pipeline for Latvian natural language process-
ing, NLP-PIPE. It also includes separate NLP 
components—for tokenisation, morphological 
analysis, dependency parsing, and NER.72 NLP-
PIPE source code is available on GitHub73 and 
as a web-based demo.74 It is worth mentioning 
that its capability for NER is being integrated 
into the Latvian literature platform75 allowing 
the automatic identification of person names, 
place names, and events mentioned in texts 
(Branco et al., 2023).76 

The steps to perform topic modelling 
might look like this: 

1. Data Collection: Gather the textual 
data in Latvian on which you intend to perform 
topic modelling. 

2. Pre-processing with NLP-PIPE: 
NLP-PIPE contains multiple modules useful for 
pre-processing text in Latvian: 

A Tokenisation: splitting the text into sen-
tences and words. 

B Morphological analysis: NLP-PIPE can 
provide details like part of speech, case, 
gender, number, etc. 

C Named Entity Recognition: This step 
involves identifying and classifying key 
information in the text into predefined 
categories, such as names of people, 
places, organisations, etc. NLP-PIPE’s 
capabilities in NER can be utilised here. It 
should be considered whether to include 
detected entities in the further analysis. 
NER for Latvian will be discussed further 
in the section. 
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The pre-processing step also usually in-
cludes text cleaning and normalisation (lower-
casing, removing punctuation, numbers, etc.). 
Before performing topic modelling, it is usually 
beneficial to remove stopwords as well. There 
are collections of stopwords available, for ex-
ample, on GitHub77, or as libraries or packages 
for different programming languages, such as 
stopwords package for R.78 

3. Topic Modelling: Topic Modelling 
capabilities are not included in NLP-PIPE, 
but there are plenty of packages available 
for different programming languages. The 
topic modelling methods previously used for 
Latvian include LDA and HDP (Baklāne and 
Saulespurēns, 202279, Viksna et al., 202080), 
but there are other more complicated methods 
described in research, but not so widely used, 
as well. 

4. Evaluation & Analysis: Both qualita-
tive and quantitative methods are useful in the 
evaluation and analysis process. The gener-
ated topics should reflect the main themes of 
the text corpus and be interpretable. For the 
quantitative analysis, coherence metrics can 
be of use—a high coherence score means that 
the words in the topic are indeed related and 

make sense together, indicating a well-defined 
and meaningful topic. 

The workflow presented is commonly 
used in text analysis and research, but there 
are other AI tools developed for Latvian that 
can potentially enhance the analysis. 

With the rise of transformer-based lan-
guage models, the capability of BERT models 
for NER was evaluated as well. Multilingual 
BERT models are widely used, but it was shown 
that a BERT model pre-trained on large Latvian 
corpora, achieves slightly better results, 
achieving a marginally better performance 
than multi-lingual BERT models.81 For their 
experiments, authors used only two datasets 
available—proprietary TildeNER and a publicly 
available dataset which is a part (annotation 
layer) of FullStack-LV, a multilayer text corpus 
of Latvian.82 There is also a publicly available 
LVBERT pretrained language model83 that also 
achieves better performance than multilingual 
BERT models.84 

It is also worth mentioning that TildeNER 
toolkit for NER recognition in Latvian and 
Lithuanian was developed more than a decade 
ago.85 However, it is still available for down-
load as a public deliverable of the ACCURAT 
project.86 

Narrative Detection 
Unfortunately, no literature regarding 

automatic narrative extraction was found. 
However, the previously described workflow 
can be used to provide the basis for initial 
research. 

1. Named Entity Recognition: The 
available tools for NER in Latvian are TildeNER, 
NLP-PIPE and both multilingual BERT models 
and the LVBERT model trained specifically for 
Latvian. 

2. Relationship Extraction: To the best 
of our knowledge, relationship ex- traction for 
Latvian was not explored at all. Hence, further 
research is needed to improve NLP capabilities 
for Latvian. 

3. Plot discovery and story evolution: 
This area was not explored for Latvian as well; 
however, Latvian monolingual and multilingual 
language models and large language models 
can prove useful for the plot discovery tasks. 
However, as with the other Baltic languages, 
further research is needed. 
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Although these resources are not con-
nected to the topic modelling and narrative 
detection directly, it is worth mentioning other 
resources that may be useful for NLP in Latvian: 

1. Tēzaurs.lv: Tēzaurs.lv87 is an exten-
sive explanatory and synonym dictionary 
(Grasmanis et al., 202388). The dataset is avail-
able as open data89, hence it can potentially 

be used to enhance both topic modelling and 
narrative detection.

2. Latvian WordNet: Tēzaurs.lv is inte-
grated with Latvian WordNet 90, which links 
words into synonym sets and other semantic 
relations (Paikens et al., 91), which is an important 
aspect in both topic modelling and narrative 
detection. Latvian WordNet coverage was also 
expanded by linking it to the English Princeton 
WordNet (Strankale and Stāde, 202292). 

Present Scenario in the Baltics 
This section upholds the capabilities of 

Baltic language technology as a whole with re-
spect to the basic language processing, along 
with the topic of this study, i.e., topic modelling 
and narrative detection.

Pre-processing: In language technolo-
gy, a standard pre-processing pipeline is nec-
essary to prepare the textual content for any 
tasks. We found that, even if they have limited 

capabilities for all the language technology 
tasks, a well-established pre-processing pipe-
line is available for all the Baltic languages. For 
example, EstNLTK for Estonian, ltlangpack for 
Lithuanian and NLP-PIPE for Latvian. 

Topic modelling: Despite the realm of 
neural approaches since the last decade, for 
all the Baltic languages, we could not find any 
neural approach to address the topic modelling 

Figure 1: Present Scenario for Narrative Detection in the Baltics
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task. Efforts have been made to apply topic 
modelling to all Baltic languages, utilising 
traditional machine learning methods such 
as LDA, Correlated Topic Model, and HDP, 
among others. Traditional probabilistic ML 
approaches were used in both Lithuanian and 
Latvian. Hence, the topic modelling task for 
Baltic languages is still in the nascent stage, 
and it requires serious attention to employ 
state-of-the-art LM-based approaches. As 
a future direction with respect to the topic 
modelling task, all the Baltic languages may 
leverage the state-of-the- art BERTopic93 that 
can act as a multilingual model. This can be 
achieved by generating Baltic language-spe-
cific embeddings by employing either a Baltic 
language-specific monolingual LM or an LM of 
type multilingual, which supports the specific 
Baltic language.

Narrative Detection: The exploration of 
narrative detection in Baltic languages remains 
uncharted. Following the procedure outlined 
in Section 3 for narrative detection in these 
languages, their current ability to undertake 
this task is illustrated in Figure 1. This figure 
reveals the availability of conventional and 

sophisticated LM-based methods for the NER 
task. For the Baltic NER task, there are trans-
former-based monolingual models (such as 
EstBERT and LVBERT) and multilingual models 
(like LitLat-BERT and mBERT). Therefore, in the 
realm of narrative detection, it is apparent that 
NER can be effectively addressed given the 
current capabilities of Baltic languages. 

Nevertheless, the subsequent two 
stages in the narrative detection process face 
significant limitations. The task of relationship 
extraction has been explored only in Estonian, 
and the resulting model is not publicly acces-
sible due to its development within a military 
project. Regarding the discovery of plots and 
story evolution, no current models exist to 
address this aspect. Consequently, substan-
tial development is required for these final 
two workflow phases in the context of Baltic 
languages. 
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Large Language Model 
annotation exercise 

In this section, we explore the annota-
tion exercise conducted to assess the effec-
tiveness of GPT-4, a state-of-the-art Large 

Language Model (LLM), in performing narrative 
detection for the Estonian language. 

Annotation procedure 
GPT-4 is an advanced artificial intelli-

gence language model developed by OpenAI. 
It represents a significant leap in AI capabili-
ties, featuring the transformer neural network 
architecture. It was trained on a diverse range 
of internet text. This training allows GPT-4 to 
generate human-like text, understand context, 
and handle various language-based tasks with 
remarkable proficiency.

While it excels in applications ranging 
from creative writing to business automation, 
GPT-4 has limitations, such as potential bias-
es and inaccuracies reflective of its training 
data. The LMSYS Chatbot Arena, hosted on 
HuggingFace94, assesses LLMs such as chat-
bots. It involves human users interacting with 
two undisclosed models and then voting for 
their preference. Distinctive in its application 
of the Elo rating system used for ranking chess 
players, this platform effectively ranks a broad 
array of models, supporting gradual evaluation. 
Incorporating open-source and proprietary 
models, including GPT-4, the Arena sheds light 
on their practical performance capabilities. 
The GPT-4 LLM family consistently maintains 
the top position in the platform’s rankings.

The annotation task entails selecting 
20  news articles in Estonian95, focusing on a 
specific situation in the Baltic countries: the 
unauthorised mass migration from Belarus to 
Latvia. The unauthorised mass migration from 
Belarus to Latvia, involving individuals from 
the Middle East and Africa, has led to a crisis 
at the Latvian border. This influx, influenced by 
political and economic turmoil in the migrants’ 

countries and Belarus’s relaxed border policies, 
has heightened security in Latvia and caused 
diplomatic strains. The situation presents a 
multifaceted challenge, balancing humanitar-
ian needs with national security. Two human 
annotators were assigned to annotate these 
articles using the narrative detection layered 
method described in Section 3. The annota-
tors are two native speakers of Estonian who 
possess prior experience in NLP annotation 
and a solid grasp of linguistics. The annotation 
process involved the following stages: 

Collaborative Annotation of an Article. 
The annotators reviewed the relevant section 
from this article related to the narrative detec-
tion task. They independently annotated an 
article employing the layered approach out-
lined in the previously mentioned section. This 
article was translated from Estonian to English, 
and one of the study’s authors also performed 
annotations. Subsequently, all three individuals 
agreed on a unified version of the annotation 
and established basic guidelines for annotat-
ing the remaining articles in the pool. 

Individual Annotation of Articles. 
Following the preliminary guidelines estab-
lished in the initial step, each annotator inde-
pendently annotated all the articles. 

Consensus on Human Annotation. Each 
annotator reviewed the annotations made by 
their colleague. A final, mutually agreed-upon 
human annotation was then created by recon-
ciling discrepancies through discussion. 
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Example 5.1 below displays a segment 
of the annotation created by the annotators 
for one of the news articles.96 It includes only 
partial representations of the first two layers, 
while the final two are fully shown. 

Named Entity Recognition (NER): 

 � Location: Latvian-Belarusian border 

 � Location: Latvian-Russian border 

 � Actor: Latvian border guards 

 � Actor: Belarusian authorities 

Relationship Extraction (RE): 

 � Detainment: (Latvian border guards, 
African and Asian immigrants) 

 � Support: (Belarusian authorities, 
African and Asian immigrants) 

Plot Discovery: 

 � Exposition: [Stabilised number of ille-
gal immigrants] Event at the [Latvian-
Belarusian border] Location. 

 � Rising Action: [Installation of wire 
fences] Event along the [Latvian-
Belarusian border] Location. 

 � Climax: Detention of [144 illegal 
immigrants] Event at the [Latvian-
Belarusian border] Location. 

 � Falling Action: Discussion of [en-
hanced border security] Event and 
[military needs] by [Latvian govern-
ment] Actor

 � Resolution: Plans for [complete border 
fencing] Event and [electronic monitoring 
device installation].

Story Evolution: 

 � Shift Detection: Shift from [border control] 
Event to broader geopolitical issues 
and strategic military considerations for 
[border defence] Event. 

 � Causal Relation Extraction: [Support 
from Belarusian authorities] cause leads 
to [increased illegal crossings] effect; 
[Increased illegal crossings] cause leads 
to [enhanced border security measures] 
effect by [Latvian government] Actor. 
[enhanced border security measures] 
cause lead to [a week-long queue in a 
legal border crossing point] effect. 

We have been experimenting with vari-
ous templates to automate narrative detection. 
A template is a predefined and structured 
format used to guide the creation of prompts 
or shape responses. It serves as a blueprint 
with placeholders or specific formatting rules, 
ensuring consistency and standardisation in 
the input given to or output received from an 
LLM. The best template choice is presented in 
Template 5.1 below. 

template = Perform narrative detection 
on an article you receive as input. The text is 
in a language (language of the article) you will 
also receive as input. The text is about illegal 
immigrants on the Latvian-Belarusian border 
who wish to reach Western Europe. The narra-
tive detection should have the following layers: 

Named Entity Recognition (NER): 
Identify entities like actors, events, and time-
lines that significantly extract semantic insights 
from narratives. The names of the entities’ tags 
should be in English. The entities are in the lan-
guage of the article. (Example for an arbitrary 
named entity recognition operation: Location 
[Lati-Valgevene piir], etc) 

Relationship Extraction (RE): Extract 
binary semantic relationships between the 
entities identified in the first layer. The name of 
the relations should be in English. The entities 
linked by the relations should be in the lan-
guage of the article (Example for an arbitrary 
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relationship: is detained [Lati-Valgevene piiril, 
100 inimest], etc) 

Plot Discovery: Identify the main com-
ponents of the plot using Freytag’s Pyramid 
with the following stages: Exposition, Rising 
Action, Climax, Falling Action, and Resolution. 
The entities in the components of the plot 
should be identified in the first layer whenever 
possible. The names of the stages should be 
in English. The content of the stages should 
be in the language of the article. Example for 
the first stage: Exposition: Läti-Valgevene piiril 
tegeletakse suure hulga ebaseaduslike immi-
grantidega, päevas peetakse kinni umbes 100 
inimest, etc] 

Story Evolution: This layer should have 
two components: Shift Detection, which rec-
ognises significant changes or deviations in 
the narrative, and Causal Relation Extraction, 
which unveils the reasons behind every signif-
icant event or decision in the story. Whenever 
possible, the entities in the components of 
the story should be identified in the first 
layer. (Example for the first component: Shift 
Detection: [Narratiivis toimub oluline muutus, 

kui peaminister lubab paigaldada jälgimissead-
med kogu idapiirile.] 

Language of the article: Estonian arti-
cle: {text}

The template is designed for narrative 
detection with an LLM. It outlines a structured 
approach to analyse an article’s content, pre-
sented in Estonian, focusing on illegal immi-
gration at the Latvian-Belarusian border. The 
template details the discussed analysis layers: 
NER for identifying key entities like actors 
and events, RE for uncovering relationships 
between these entities, Plot Discovery using 
Freytag’s Pyramid to outline the story’s struc-
ture, and Story Evolution for detecting narra-
tive shifts and causal relations. For each layer, 
the template specifies the output language for 
entity tags and relation names (English), while 
the content remains in the article’s language 
(Estonian). It also includes examples for each 
layer. The template’s output is formatted to 
mirror the annotators’ document annotations, 
facilitating an easy comparison. 

Evaluation 
Two types of evaluations were conduct-

ed on the narrative detection process: quan-
titative and qualitative. For the quantitative 
evaluation, we counted the number of anno-
tations a human and the LLM agreed on. The 
qualitative evaluation looked at how effectively 
and accurately the system could understand 
and analyse stories. This was not just about 
counting data but also seeing how well the 
system grasped the heart of the story, its flow, 
and how all the parts fit into the context.

Table 1 presents the quantitative out-
comes for the NER layer. In this table, the first 
column lists the types of entities. The following 
columns detail the count of entities annotated 
by our annotators and by the LLM for each 
entity type. The last column lists the number 
of common entities annotated by humans 

Table 1: Quantitative Evaluation of the NER layer 
(Highest value for each entity in bold)

Entities Human LLM Common 

Location 92 81 60 

Actor 184 119 87 

Event 138 70 51 

Timeline 69 71 45 

Other 10 19 1 
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and the machine. Overall, human annotators 
identified more entities than the LLM across 
each category. However, considering that the 
LLM operated in an unsupervised manner, its 
performance is very good. 

In the second layer of Relationship 
Extraction, human annotators identified 160 
relationships, while the LLM annotated 134. 
There were 61 relationships commonly iden-
tified by both, with human annotators anno-
tating an additional 99 relationships that the 
LLM did not. Conversely, the LLM identified 73 
semantic relationships that the human annota-
tors did not annotate. The performance at the 
second level is not as high as at the first. This 
is primarily because the LLM tends to annotate 
additional relations that, while present in the 
text, are not directly relevant to the narrative’s 
theme. Additionally, human annotators often 
identify abstract relations not explicitly stated 
in the text. 

The outcomes for the elements of plot 
discovery identified by the LLM are as follows: 
10 instances of Exposition (out of 19), 6 instanc-
es of Rising Action, 4 Climaxes, 7 Following 
Actions, and 9 Resolutions. Concerning the 
story revolution, the annotators noted 21 tran-
sitions, while the LLM recognised 19. Out of 
these, 10 shifts were identified by the human 
annotators and the LLM. The statistics for caus-
al relations are as follows: annotators identified 
48 causal relations, while the LLM identified 
26, with 14 of these relations being common 
between both. 

The qualitative evaluation provides spe-
cific insights for each layer. The observations 
for the NER layer are as follows.

There were occasions where the sys-
tem did not recognise ‘immigrants’ as Actors. 
However, immigrants were referenced in the 
Events category, and they were included as 
entities in the Relationship extraction. 

The system sometimes inaccurately 
tagged geopolitical entities as Locations. 
Notably, there was an instance of dual tagging 

where NATO was marked both as a Location 
and as an Organisation (Actor). 

Durative adverbs, such as “kahe aasta 
jooksul” (translated as ‘during two years’), 
were incorrectly identified by the system as 
Timelines. 

Therefore, while the NER layer demon-
strates robust annotation, there are some 
notable inconsistencies within this layer and 
its integration with the Relationship Extraction 
layer. 

The following observations have been 
made concerning the Relationship Extraction 
layer: 

There were instances where the LLM 
overlooked certain relationships identified by 
human annotators. An example is when the 
LLM failed to report the delay in border fence 
construction. Overall, the LLM struggles to 
deduce relationships that are not explicitly 
mentioned in the text of the article.

The LLM pinpointed certain relation-
ships that human annotators overlooked, espe-
cially in cases involving individual statements. 
However, many of these identified relation-
ships are not pertinent to the main theme of 
the narrative. 

A notable tactic employed by the LLM 
involved forming relationships from noun 
phrases that included premodifiers. 

The LLM often recast Events as 
Relationships. Typically, the names of these 
relationships were derived from finite verbs 
in English, with the entities acting as verb 
arguments. 

In examining the Plot Discovery lay-
er, distinct variations were observed in the 
effectiveness of plot detection. It appeared 
more straightforward to identify Expositions 
than Climaxes, as evidenced by the higher 
number of matches in Expositions. However, it 
is somewhat paradoxical that there were rela-
tively few matches in the Climax category. This 
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discrepancy might be attributed to the articles’ 
lack of a clear narrative structure. Excessive in-
formation, or ‘noise,’ in the articles could have 
complicated the detection process. Of note, a 
significantly higher match rate was observed in 
a much shorter article.

Upon comparing the annotations, it was 
evident that the LLM selections were superior 
in some instances, while in others, the reverse 
was true. The GPT-4 results were particularly 
peculiar in scenarios where the Rising Action 
appeared to be placed after the Climax or the 
Resolution seemed to occur before the Rising 
Action. 

In the Story Evolution layer, humans 
identified various shifts, such as thematic 
changes or state alterations. In contrast, the 

LLM focused on pinpointing the locations of 
these shifts within the article. As a result, the 
findings are difficult to compare. However, in 
some instances, it was apparent that the shifts 
detected by the LLM led to changes identified 
by the human annotators. Significantly, several 
shifts identified by the machine correspond-
ed with Rising Actions or Climaxes in Plot 
Discovery. 

Regarding causal relations, the ma-
chine’s interpretations were generally accu-
rate. The machine’s identified causal relations 
primarily pertained to the main storyline. In 
contrast, human annotators identified a broad-
er range of relations, some more specific and 
detailed. 
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Conclusion 
This report has examined the tools and 

datasets predominantly accessible in aca-
demic settings for conducting topic modelling 
and narrative detection in Baltic languages. 
Traditional topic modelling is well-supported 
by existing tools for all Baltic languages. When 
opting for neural topic modelling, its largely 
language- independent nature might prove 
advantageous for some applications. 

In narrative detection, it is apparent that 
this task remains largely unexplored for Baltic 
languages. However, our layered approach re-
veals that NER is sufficiently supported across 
these languages, while Relationship Extraction 
shows limited support. This discrepancy 
underscores a gap in the current NLP capabil-
ities in the Baltic languages, highlighting the 
need for further research and development in 
Relationship Extraction methodologies.

We have also evaluated the capabilities 
of GPT-4, one of the most advanced large 
language models, in narrative detection for 
Estonian news articles. The findings indicate 
that GPT-4 demonstrates reasonable effec-
tiveness in NER. However, its performance in 
Relationship Extraction is moderate, as many 
relationships identified by the model are not 
central to the main narrative. Similarly, Plot 
Discovery and Story Evolution show moderate 
effectiveness. This observation suggests that 
while GPT-4 possesses a robust capacity for 
identifying entities and their interactions, its 
ability to discern the narrative’s core themat-
ic elements and plot progression requires 
refinement.

The qualitative and quantitative evalu-
ations conducted provide a nuanced under-
standing of GPT-4’s current limitations and 
strengths in narrative detection. Specifically, 
the model’s performance in accurately captur-
ing the essence of complex narratives and its 
occasional misinterpretation of entity relation-
ships point towards the necessity for ongoing 
adjustments and training with more targeted 
datasets.

As a result, while GPT-4 can assist 
human annotators in narrative detection, its 
performance level is not yet optimal for stan-
dalone use. It could be feasible to deploy GPT-
4 with minimal supervision in contexts where 
preliminary narrative analysis is beneficial, but 
a comprehensive understanding and interpre-
tation of narratives would still rely significantly 
on human expertise. Assessing its effective-
ness in such a setup was outside the scope 
of this report, but it presents an intriguing 
avenue for future research. This exploration 
could potentially lead to the development of 
more sophisticated models that are capable of 
handling the intricacies of narrative detection 
in less commonly studied languages, thereby 
broadening the scope of NLP applications and 
making them more inclusive.
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