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Executive Summary
In today’s world, much of what we do, from 
exercising to texting, is measured and tracked. 
This data is constantly harvested by data 
brokers and social media to create behavioural 
profiles, later used by artificial intelligence 
(AI) powered services. The overwhelming 
abundance of data has ushered in an age 
of analytics, and the rise of AI has enabled 
big-data decision making. However, the train-
ing of AI models is often challenging due to 
a supervised training strategy that requires a 
large amount of labelled data. Synthetic data 
is a possible solution to various challenges, 
including data labelling and, more importantly, 
data privacy problems. Synthetic data can 
be generated by using advances in rendering 
pipelines, generative adversarial models, 
and fusion models. It is predicted that most 
online-generated content will be AI created.

In a narrower and more technical context, an 
increasing number of the deep learning (DL) 
models each year are either partly or fully 
adopting the so-called transformer architec-
ture that has enabled a significant boost to 
the field of natural language processing (NLP). 
Many open-source models allow us to estimate 
the emotion of spoken/written text, but, as 
often occurs with community-based models 

and data, the majority are trained on the same 
data sets. The vendors of social media moni-
toring (SMM) tools are following the trend and 
implementing new AI-based systems, as well 
as improving their existing ones, including 
sentiment estimation strategies. However, we 
foresee that sentiment is not as clear cut and 
classifiable as we thought it would be. In this 
report we assess and explain the limitations 
of open-source sentiment estimation models/
methods to understand the current capabil-
ities and drawbacks when applied directly 
on scraped open-text data. Additionally, we 
went beyond sentiment, emotion, and toxicity 
estimation and developed a metric of micro-
aggressions.1 We focused on structure-based 
embedding to help understand the structure of 
toxic/microaggressive messages. 

The aim of this report is to inform the 
general community of AI practitioners 
and enthusiasts about the risks (red team 
perspective) and opportunities (blue team 
perspective) synthetic data brings to digital 
content generation which can be used to 
support the disinformation actors in their 
activities, including context-based content 
generation. Then we continue with the 
blue team perspective and investigate how 
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open-source AI (machine learning and deep 
learning) could be used to carry out and un-
derstand hostile communications, including 
how AI has enabled a new generation of 
synthetic operations, how current sentiment 
analysis lags behind, and how more granular 
text analysis enables microaggressive and 
aggressive text patterns to be searched, 
thus allowing the identification of hostile 
communications in various online and social 
media data. 

We see that current cutting-edge AI models 
shape the way we interact with and manipu-
late information. Widely used and accessible 
open-source narrow AI models show state-
of-the-art performance in various tasks; 

however, current NLP lacks capabilities 
in small languages, which is crucial when 
monitoring the information environment 
in multilingual space. Therefore, regaining 
the trust of text-processing pipelines such 
as more qualitative language translation 
and sentiment analysis in SMM tools is an 
important long-term investment.
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The Double-Edged Sword of Synthetic 
Data in the Data-Driven Society

The Future Is Digital and Largely Synthetic

Much of what we do today is measured and 
tracked. We create data points when we ex-
ercise, go on dates, read the news, or look up 
recipes. Industry, governments, and academia 
now have access to vast amounts of collect-
ed, user-generated, or measured sensorial 
data. This data is used to do everything from 
strategic decision making to creating individ-
ual behavioural profiles.2 The overwhelming 
abundance of data has ushered in an ‘age 
of analytics’, wherein data is fundamental to 
the day-to-day operations of governments, 
corporations, and individuals.3

All this data is not useful by itself. It must 
first be interpreted. Increasingly, artificial 
intelligence is used for this purpose. AI models 
are trained on data to solve specific problems. 
Gigantic, billion-parameter models have 
demonstrated state-of-the-art performance 
in numerous tasks, such as curating a social 
media feed or guiding a self-driving car. At 
the same time, the industry is squeezing the 
largest and most powerful machine-learning 
models into much smaller software that can 
be run on edge devices, like intelligent kitchen 
appliances or wearables. Our lives are increas-
ingly interwoven with AI, and our interactions 
with technology are becoming increasingly 
personalised. Digital assistants and chatbots 
are becoming more context-aware and 

capable of human-like conversation, learning 
our habits and personalities, and in the future 
might even adapt their style of communication 
according to the personalities of the people 
they are engaging with.4

While the unprecedented availability of train-
ing data has fuelled the success of AI models 
across multiple domains, it presents a new 
set of challenges. AI models are only as good 
as the data they are trained on. Models often 
use a supervised training strategy that re-
quires a large amount of labelled data.5 Data 
labels identify meaningful and informative 
tags in raw data so that machine-learning 
models can learn from it. Labels might indi-
cate whether an image contains a person or 
what words were spoken in a recording. Often, 
training data does not contain important 
labels. Annotating data is a time-intensive 
and usually manual task. Almost every AI 
engineer and student at some point in their 
career has thought, ‘If only I had a better, less 
biased, and bigger data set, I could achieve 
better results.’ 

One promising solution to this challenge is 
computer-generated artificial (also called 
synthetic) data. This emerging practice 
leverages advances in rendering pipelines, 
generative adversarial models, and fusion 
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models to generate new, annotated training 
data. A Gartner ‘Predict’, published in the Wall 
Street Journal, says: ‘By 2024, 60% of the data 
used for the development of AI and analytics 
projects will be synthetically generated’.6

A similar view is shared also by Schick,7 and 
later mentioned in a Europol report,8 which 
states that as much as 90 per cent of online 
content may be synthetically generated 
by 2026. However, according to Wim Kees 
Janssen, CEO and founder of Syntho.ai, despite 
the rapid development of tsechnologies, these 
predictions may be slightly overestimated. 
But we are already witnessing the imminent 
growth of synthetic data. Janssen said: 

I would not fully agree yet with Gartner’s prediction. 
My estimate for today is that currently the synthetic 
data volume is less than 10% and that by 2030 we 
will reach numbers close to 60%, as the year 2024 
comes way too early. Many people have not even 
heard about synthetic data yet and most organi-
sations are struggling with how to apply synthetic 
data in practice. Next to that, we sometimes also 
see that synthetic data is applied in cases where 
one should not use synthetic data, so there are also 
some misconceptions and over-promises in the 
market. One should actually be careful with that, 
because it can harm the adoption of synthetic data. 
Of course, companies like Syntho aim to accelerate 
the adoption of synthetic data by sharing knowl-
edge and use cases via an easy-to-use platform.9 

If the prediction of dramatic synthetic 
data increase is true, the ability to create 
synthetic data will significantly transform 
machine-learning (ML) training strategies, 
and in the future may become a part of fully 
automated AI model training pipelines.

The synthetic data industry is not only 
promising to increase and improve data 
sets. It also offers a solution to the complex 
issue of data privacy, which is a major topic 
in the field of AI ethics. It is crucial to ensure 
privacy when training on user-generated 
data, as such data sets risk exposing user 
data and can be subject to biases.10 Legal 
restrictions11 govern the processing of bi-
ometric data and provide guidelines for its 
ethical use. This is a major topic of interest 
for big tech companies. 

Today’s vision of tomorrow states that only 
a fraction of actual data need be provided 
to a synthetic data vendor, which then 
uses algorithms to create entirely new and 
artificial data that cannot be traced back 
or reverse-engineered to the original data. 
As a result, synthetic data is not subject 
to privacy regulations like Europe’s General 
Data Protection Regulation (GDPR), making 
it a solution to data privacy challenges. The 
ability to generate new information also 
makes synthetic data a solution for when 
there is not enough data, when you want 
to up-sample edge cases.12 As with most 
technological advancements, this approach 
goes both ways—it can be used in malicious 
and non-malicious activities.

Later in this paper we will briefly summarise 
what the technology of today and tomorrow 
will bring to our digital lives: from analysing 
deepfakes to assessing emotion classification 
in textual data.

7



Risks of Synthetic Data
Malicious actors use synthetic data to mis-
lead by passing it off as the real thing. For 
example, they could create bot social media 
accounts with realistic, computer-generat-
ed profile information. Such accounts can 
then be programmed using rule-based sys-
tems to respond with pre-scripted answers 
to specific keywords and sentiment, and 
to engage with prescription or completely 
computer-generated data. Perhaps the 
most sophisticated cases involve AI-
generated realistic13 and dynamic content,14 
which allow us a glimpse into the possible 
risks these technologies pose now and in 
the near future.

Malicious actors use 
synthetic data to create 
fake social media accounts 
as bots or sock puppets.

 

There is no doubt that the organisations 
able to create fake posts, articles, images, 
and videos that look real can be harmful. 
Hostile and technically advanced countries 
will probably use synthetic data to boost 
their information activities, including 
creating false narratives or toxic posts and 
comments about political subjects. This 
could have a significant negative impact on 
democracy, political stability, and security. 
However, our research indicates that we are 
not yet at that point. Generating unstruc-
tured data at scale with current AI capabili-
ties is impractical and resource-intensive in 

most cases. Disinformation researcher Tim 
Hwang writes that ‘online propagandists 
are pragmatists’.15 These bad actors aim to 
wield the greatest influence at the lowest 
possible cost. To that end, they have relied 
more on crude edits and decontextualised 
posts than high-investment, AI-enabled 
campaigns. 

However, AI models are constantly improv-
ing and already have shown outstanding 
performance in text generation. To briefly 
showcase an example of current AI capabil-
ities, we decided to ask the most capable AI 
model by OpenAI, called Davinci, to explain 
how to generate hostile content. And this is 
the answer we got:

In order to generate hostile content at scale, we 
need to first understand what content is likely to be 
considered hostile. This can be done by analysing 
a dataset of already-existing hostile content, and 
looking for patterns. Once we know what patterns 
to look for, we can use algorithms to generate new 
content that matches those patterns. Of course, 
simply generating content that is similar to existing 
hostile content is not enough to guarantee that it 
will be considered hostile. We also need to make 
sure that the content is seen by as many people 
as possible. To do this, we can use social media 
platforms and other online platforms to distribute 
the content. It is also important to note that 
generating hostile content at scale is not an easy 
task. It requires careful planning and execution. 
If done improperly, it could backfire and result in 
the content being considered less hostile than it 
otherwise would be.16
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As AI models become more sophisticated 
over time, general society, organisations, 
and governments will increasingly rely on AI 
in decision-making processes. However, this 
won’t be possible without efficient monitoring 
of potentially harmful words or expressions 
and of potentially ineffective or even harmful 
AI-generated instructions. Most importantly, 

despite the size and training strategy of the 
model, data poisoning (tampering with AI 
training data to produce undesirable results) 
can misinform intelligent decision making or 
decision-support recommendation systems 
and even force them to recommend wrong 
decisions if solely relying on open and online 
data/data sets.

NATO and the Metaverse
The metaverse is increasingly seen as a 
nexus of physical and virtual spaces which 
merges virtually augmented physical reality 
with the digital world. In the context of 
the metaverse, the term ‘ubiquity’ is used 
by many professionals and enthusiasts to 
describe the role of virtual and synthetic 
realities in times of crisis, whether it is a 
pandemic or war.

The term ‘ubiquity’ 
is used by many 
professionals and 
enthusiasts to describe 
the role of virtual and 
extended realities in 
times of crisis, whether it 
is a pandemic or war. 

While the technology is relatively new, the 
whole IT industry is investing considerable 
resources and thus embracing the techno-
logical race between tech giants due to 

potentially not yet fully estimated economic 
value. Therefore, games and the gaming in-
dustry nowadays do not represent entertain-
ment only, but are used in industries such as 
education, medicine, and the military—a 
huge potential for NATO and its allies.

The metaverse is increas-
ingly seen as a nexus 
of physical and virtual 
spaces which merges 
virtually augmented 
physical reality with the 
digital world. 

The military can leverage metaverse technolo-
gies, enabling remote work and collaboration, 
virtual headquarters, and synthetic training 
environments for soldiers. New recruits are 
more likely to be digital natives and gamers, 
and they will welcome this development.

Simulations have been used by the military 
since the 1980s. For example, SIMNET was the 
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first successful implementation of large-scale, 
real-time, man-in-the-loop simulator network-
ing for team training and mission rehearsal in 
military operations. This program demonstrat-
ed the feasibility of linking together hundreds 
or thousands of simulators (representing tanks, 
infantry fighting vehicles, helicopters, fixed-
wing aircraft, etc.) to create a consistent, virtual 
world in which all participants experience a 
coherent, logical sequence of events.17

The use of technologies in education and 
training has evolved from simulations to 
exploiting mixed reality, including augment-
ed reality (AR), virtual reality (VR), and the 
increased role of gamification.

The rapid technological progress of games 
and engines has enabled an increase in 
quality and sophistication of image render-
ing and streaming (for example, using pixel 
streaming technology). This ease and speed 
of creating complete training scenarios in 
realistic but safe virtual worlds will ensure 
the edge over the enemy. An example is the 
Red 6 AR solution to simulate adversary air-
craft during flight using very low latency.18

Learning with gamification elements allows 
users to be incentivised with game-style 
mechanics to engage in non-game contexts 
and activities. Gaming challenges provide a 
reward mechanism to motivate users to do 
better and learn more. Such an approach 

is already used to involve more people in 
learning about disinformation. 

Currently NATO’s education and training 
programmes make good use of VR/AR/
XR (extended reality) experiences to allow 
soldiers to train and prepare efficiently in 
realistic yet safe environments. NATO en-
courages the use of blended (online in sup-
port of residential/on-site) learning, where 
online and on-site education and training are 
merged, providing the right training for the 
right people at the right time, and improving 
accessibility and interoperability.

Digital universes, or 
metaverses, will flourish if 
they are eventually able to 
bring together emerging 
distinct technologies, in-
dustries, and devices into 
a unified whole. 

Digital universes, or metaverses, will flourish 
if they are eventually able to bring together 
emerging distinct technologies, industries, 
and devices into a unified whole. We are 
not there yet, but the opportunities must be 
explored now in order to keep the edge and 
technological advantage in the world.
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From Useful Digital Avatars to Malicious 
and Harmful Deepfakes
We are seeing more and more digital, 
human-like, but synthetic AI-generated 
digital avatars. These avatars can hold 
AI-generated conversations that are in-
creasingly realistic. The metaverse cannot 
be imagined without these avatars allowing 
us to interact in real time, show emotions, 
and make context-relevant gestures, but 
the technology has a long way to go before 
it is practicable.19 

The increasing realism of avatars has led 
to fears that they may be used for imper-
sonation. This leads us to the next topic: 
deepfakes. Deepfakes are synthetic audio, 
images, and video generated with AI.20 They 
are often strikingly realistic and sometimes 
challenging to distinguish from the genuine 
article. AI has been used to produce deep-
fakes depicting prominent political figures 
from Donald Trump to Vladimir Putin saying 
a variety of things they never, in fact, said. 
Deepfakes leverage powerful AI techniques 
to manipulate or generate content meant to 
deceive.21 This raises concerns about the 
potential misuse of this technology.

Despite great advances in the field of ma-
chine learning, until now the technology, for 
practical reasons (technical complexities 
and challenges of creating high-quality 
deepfakes), has been limited, and therefore 
impacted the extent to which deepfakes 
could be leveraged by malicious actors 
to influence public discourse and spread 
disinformation.22 At the same time, we have 

seen a rapid increase in their sophistication, 
realism, and accessibility over 2020–22. 
New machine-learning techniques have 
vastly improved the quality of deepfakes. 
Open-source code, free mobile applications, 
online tutorials, and inexpensive service 
providers have led to the democratisation of 
this technology.

Despite great advances in 
the field of machine learn-
ing, until now the technol-
ogy, for practical reasons, 
has been limited, and 
therefore impacted the 
extent to which deepfakes 
could be leveraged by 
malicious actors to influ-
ence public discourse and 
spread disinformation.

As a result, there has been a rise in incidents 
where deepfakes have been used. Large 
organisations and state-backed actors have 
been increasingly producing and disseminat-
ing deepfakes. Today state and independent 
actors have shown themselves more willing 
to experiment with the technology. More 
and more deepfakes pose a threat to the 
public through the spread of misinformation, 
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election interference, identity theft, and 
incitation of political tension. The FBI has 
issued a public service announcement indi-
cating that actors are now combining deep-
fake videos with stolen citizen credentials to 
apply for remote jobs.23

High-profile examples include the following. 

�� Social media accounts associated with 
state-backed influence operations often 
create fake personas with generative ad-
versarial network (GAN24) generated faces. 
These accounts have pushed Chinese 
disinformation, harassed activists, and 
masqueraded as independent news out-
lets spreading pro-Kremlin propaganda.25

�� In March 2019 the CEO of a UK-based 
energy firm received a phone call from 
someone who he thought was his boss—
the leader of the firm’s German parent 
company—who ordered the transfer of 
EUR 220,000 to a supplier in Hungary. The 
CEO dutifully followed instructions and 
transferred the funds.26

�� In January 2020 a Hong Kong-based bank 
manager received a call from a male voice 
he recognised as a director and bank 
client. The director explained that his 
company was making an acquisition and 
asked the bank manager to authorise fund 
transfers totalling $35 million. The director 
noted that the company had hired a lawyer 
to coordinate the money transfers and the 
bank manager would receive emails from 
the director and lawyer with instructions 
on where the money should be sent. The 
bank manager assumed the request was 
valid and transferred the funds.27

�� A series of senior European officials and 
high-profile celebrities have met virtu-
ally with individuals who used deepfake 
technology to impersonate Ukrainian 
leaders and Russian opposition figures. In 
March 2022 the Russian duo behind the 
hoaxes imitated Ukrainian Prime Minister 
Denys Shmyhal to meet with UK Defence 
Secretary Ben Wallace. In April 2021 senior 
European MPs were targeted in video calls 
with a deepfake of Russian opposition 
leader Leonid Volkov. In July 2022 novelist 
Stephen King was tricked into a meeting 
where he thought he was speaking with 
Ukrainian President Volodymyr Zelenskyy. 
The Russians behind the hoax used deep-
fakes to bait their victims into pushing 
pro-Kremlin talking points.28

�� On 17 March 2022 Facebook removed a 
deepfake video of President Zelenskyy 
which showed the leader surrendering 
to Russia and asking Ukrainians to ‘lay 
down arms’. Zelenskyy never issued such 
a statement. The video appears to have 
been first broadcast on Ukrainian news 
website 24TV after an alleged hack. It was 
then spread across the internet via social 
media and online forums.29 

�� During the 2022 South Korean presidential 
election, candidate Yoon Suk-yeol used 
deepfake videos of himself to seem 
younger and more likeable. Yoon won 
the election by a margin of less than 1 
per cent. While he was transparent that 
the videos were synthetic, this showed 
how bad actors could potentially use the 
technology in future elections.30 
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Use of AI-manipulated data by 
pro-Kremlin actors on VK
We decided to briefly look at a relatively short 
time period around 24 February 2022 to see 
if AI-manipulated media were being used by 
pro-Kremlin actors on the VKontakte platform. 
In collaboration with Reality Defender, a 
deepfake detection platform, we scanned 363 
videos posted on VK and found 12 that had 
been manipulated using AI technology, and 
marked 5 more as suspicious.

We did not see a clear pattern of deepfake 
technology use before or after Russia 
invaded Ukraine. While deepfakes are used 
rather sporadically, it is clear that malicious 
actors possess the capability to deploy this 
technology. The question we address today 

is whether the current deepfake generation 
capabilities are agile and realistic enough 
to support disinformation activities in times 
of crisis. As of now, state-of-the-art hyper-
realistic deepfakes require significant tech-
nical skills and resources (infrastructure, 
extensive training periods, and high-quality 
training data). Given these constraints, we 
expect bad actors to primarily use deepfakes 
in situations with enough lead time to train 
and test their models.31 On the other hand, 
cheap deepfake versions (cheap-fakes) 
often appear on social media platforms and 
are debunked rapidly, but could represent 
a troubling new frontier of already much 
discussed yet potentially effective political 
weaponry.32 Also, the threat actor interest 
is increasing, with rising chatter on the dark 
web on deepfakes. 

Conclusions and Recommendations

Most of the deepfakes over 2018–22 have 
imitated human faces and voices, 

but AI is now being used to alter maps, 
imagery, and X-rays and to generate text. 
Deepfake technology is also used to create 
art (see Midjourney33 and DALL·E 2,34 for 
example) whereby new types of AI model 
are trained to produce realistic images from 
scratch, based on simple text prompts. 
Stable Diffusion35 is the top trend in AI in 
2022, have proliferated online in the open-
source arena and at smaller companies, 
allowing the production of DALL·E 2-like 
pictures without output restrictions and 

safeguards. These models serve as intelli-
gent user interfaces and allow manipulation 
of images using text prompts, unlocking 
unprecedented creativity and at the same 
time removing the need for technical 
skills such as Photoshop to create false 
narratives.36 This brings new challenges to 
today’s modern, data-driven societies, as 
we have witnessed that art can be used to 
support or counter political figures, events, 
and organisations. The new age of memes 
has started, giving rise to concerns about 
the use of AI-generated memes in a politi-
cal context. We are convinced that we will 
see more different forms of AI-generated 
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content in such contexts. Powerful AI 
models can support malicious content gen-
eration. When disseminated with the help of 
sophisticated recommendation systems on 
social platforms, they can efficiently com-
plement disinformation activities.

Better capabilities tracking will improve 
understanding and detection

The emerging domain of deepfake generation 
and detection is inherently competitive. It 
is an arms race between the attacker and 
defender. In only 2021 we saw huge progress 
made on both sides of the battleground, each 
aiming to outcompete the other. Deepfakes 
continue to be easier to make and harder to 
detect. New algorithms will deliver higher 
levels of realism and run in near real time. 
Inconsistent documentation of training 
processes, training data, and training time 
pose a significant challenge to assessing the 
current state and future trends of deepfake 
campaigns. Deepfake researchers conclude 
that ‘[t]here is a strong need for standardised 
frameworks, which should be composed 
of protocols and tools for manipulation 
generation and detection, common criteria, 
and open platforms to transparently analyse 
systems against benchmarks’.37 At the same 
time, AI-generated content (deepfakes in this 
case) detection is only part of the solution. 
AI-generated voice-overs or harmless 
talking heads might trigger large amounts 
of false positives on social media harm-
ful-content-detection platforms. However, 
the detection process should also include 
contextual information analysis. As with the 
hateful meme detection challenges, in order 
for AI to efficiently detect hate speech in 

multimodal content, the detection system 
must be able to understand content the way 
we humans do: holistically.38 

Raising awareness together with techni-
cal experts, journalists, and policymakers 
will mitigate harm.

To minimise the negative aspects of synthet-
ic data, technical experts, journalists, and 
policymakers need to play a greater role in 
speaking out and educating the public about 
the capabilities and dangers of deepfakes. 
Detection is among the best defences, but 
the technology is still in its nascent stage. 
Deepfake detection is particularly hard at 
scale and does not always work. Content 
provenance, where an image or video is 
authenticated at the point of capture and any 
changes made to the media documented, is 
another method to identify deepfakes, but 
there are downsides, as the creator may wish 
to remain anonymous. 
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Understanding Communications by Seeing 
Beyond Polar Emotions: A Reassessment 
of Traditional Sentiment Analysis
Authors: Omar Ali, Anastasija Cuikina, Alexander Gegov, Djamila Ouelhadj,  
and Gundars Bergmanis-Korāts

Introduction
In the previous paper we explored the potential benefits and risks of synthetic data in today’s 
and tomorrow’s digital world. Despite a predicted exponential increase in synthetic con-
tent, users will continue to express their thoughts and opinions using the ubiquity-enabling 
technology that social media platforms are today and metaverses will be in the near future. 
Industry and society are reaping the benefits of products created or supported by artificial 
intelligence, but current AI still has significant technical challenges to address before we can 
fully rely on even simple tasks done by machines. One such significant challenge is under-
standing emotion, which will be no less of a problem in a world dominated by synthetic data. 
Here we further address the issue of sentiment analysis, and discuss and demonstrate a 
few technical prerequisites that could be relevant to practitioners, enthusiasts, and analysts 
looking towards using currently available commercial services and open-source models.

The big picture and 
relevance to NATO 
Business Intelligence (BI) software with the 
help of AI promises intelligent insights into 
big and mostly unstructured data. Military 
and government organisations leverage 
such software and tools to detect, measure, 
and mitigate disinformation campaigns, and 
measure the effectiveness and reach of 
communications; therefore, understanding 
audiences by analysing communications, 
topics, and narratives is crucial to any such 

organisation. However, today every data 
analyst should understand the implications 
when relying on most currently available 
emotion analysis methods and models to 
analyse online social communications. The 
reason is the complexity of unstructured 
content, which is multilingual with dynam-
ically changing topics and narratives over 
time. The lack of contextual awareness in 
combination with local language specifics 
and expressions hinders currently available 
models from reaching satisfactory perfor-
mance. Often the relevant essence of a larger 
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text piece is hidden between less relevant 
sentences, which is why manual filtering and 
post-processing steps are necessary. This 
will probably not change overnight, but in 
this report, while there is no ‘tool that does 
it all’, we explore some simple tricks that 
data analysts and AI enthusiasts can do to 
potentially increase the performance of their 
AI-enabled text-processing pipelines.

Our study shows that generating struc-
ture-based representations of text allows us 
to focus on the more important spans/parts of 
text with the added context of its geography 
within the overall text. Structure may help us 
to grasp the subject matter/crux of the text 
by means of understanding the relationships 
between different constituents within the 
text. We may then learn which constituents 
are most important to the overall narrative of 
the text and thus which constituents have the 
richest features for further analysis.

Relevance to practitioners 
and technical professionals
While the research on sentiment analysis 
is fruitful and comprehensive, particularly 
in the case of word-based analysis, syntax 
analysis, and lexicon-learned models, the 
way in which individuals, or groups of 
individuals, express their sentiment using 
vocabulary and syntax has changed drasti-
cally. Generally speaking, those with strong 
sentiments towards particular topics (typ-
ically political) tend to use popular broad-
casting social media sites, such as Twitter 
and Facebook (designed to quickly transmit 
messages and tweets to a large number 

of individuals), to quickly and efficiently 
express their heightened emotions towards 
such subject matter. Today, it is a fairly triv-
ial process to train a model to understand 
highly positive or highly negative forms of 
emotion within various different media: text, 
audio clips, and facial expressions (through 
computer vision). However, when it comes 
to more nuanced forms of sentiment, the 
data available for the training of such 
models is scarce to date. Furthermore, our 
understanding of these subtle forms of hate 
(toxicity and microaggressions) is still highly 
contextual, theoretical, and subjective. 

This report aims to produce an array of data 
sets to understand microaggressions and 
their key features better. Considering the 
complexity added by the multilingual infor-
mation space, we decided to consider two 
large languages, English and Russian, which 
allows us to demonstrate the challenges 
different languages pose, even though the 
chosen language pair is well supported by 
the AI community.

Furthermore, we strive to outline exactly our 
means of generating such data sets, explor-
ing the features that are most necessary for 
models to train effectively. Following this, 
we also explore the use of structure-based 
feature elicitation to summarise the text 
more effectively—boiling down the inputs 
into their constituent, salient parts. Such 
methods within this work take the form 
of rhetorical structure theory (RST) and 
dependency parsing (DP).

As we are approaching this problem from 
both an English-speaking and a Russian-
speaking standpoint, we must devise 
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two sets of processes that are optimised 
for each language. We find, later in this 
report, that simply translating social media 
posts in the Russian language for use on 
pretrained English models introduces a 
translation bias.

Forms of toxic and microaggressive messag-
es (including the nuances within their passive 
aggressive nature) are lost when translated 
using current conventional methods. 

FIGURE 1. An example of extracted text structure using RST parser

Typically, conventional methods, such as lex-
icon-based or dictionary-based methods, 
miss distinctive nuances that define that text 
as hateful or microaggressive. We therefore 
aim to explore multiple means of counteract-
ing this translation bias by firstly translating 
tweets using various translating models/
software. We then move to a more personal 
approach by using Russian/English-speaking 
researchers involved in this project to trans-
late English microaggressions themselves.

These translations are verified by a control 
group of Russian- and English-speaking 
researchers. They are then passed through 
each translation model used. A personal 
understanding of these translations allows 
close analysis of exactly how the translation 
models differ from one another. Such a 
method provides a highly unbiased inter-
pretation of the microaggressions and their 
translation; however, maintaining this high 
level of translation fidelity requires a rather 

involved validation process which can prove 
to be slow and cumbersome when dealing 
with large input data sets. 

It is clear that a more elaborate approach 
is necessary to counteract more elaborate 
means of masking sentiment. Moreover, 
we must look into alternative forms of 
feature elicitation (abstraction and extrac-
tion of textual and structural features) to 
combat the current, inadequate, processes 
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surrounding current sentiment analysis 
understandings. 

The RST technique allows us to decompose 
the text in such a manner that we can extract 
relationships and structural segments from 
a given text input. RST breaks the text down 
into digestible spans which can then be 
stitched back together, by means of a learned 
classification model, to generate a tree-like 
structure. This tree can be traversed using 
traditional binary-tree techniques to extract a 
much richer understanding of our text.

For example, the parsed tweet ‘Why kiss 
the feet of the people who kick you when you 
can be anything that you want to. Morning 
everyone! Hope you have the best day ever.’ is 

resolved with an RST parser (Figure 1). 

Weighting this text using this RST tree will 
allow for a correct bias over the first EDU 
(elementary discourse unit) subtree as it has 
been determined as the nucleus. As with 
text summarisation, we may disregard the 
satellite span subtree ‘Morning everyone! 
Hope you have the best day ever,’ which al-
lows us to focus on the most important text.

Whether it is detecting sentiment or micro-
aggressive text, RST can allow us to cher-
ry-pick the points in the text that are most 
likely to be relevant to the overall text. 
Applying any form of text analysis on top 
of this model may improve the accuracy of 
that model by means of noise reduction.

Understanding the Emotions in Communication

Sentiment analysis

Sentiment analysis describes the process of 
determining the level of emotional persua-
sion of a given piece of text, audio clip, or vid-
eo. Traditionally, sentiment analysis focuses 
on the determination of textual polarity (the 
positive or negative ‘pull’ of a given text), and 
thus uses textual features (words, punctua-
tion, etc.) to carry out this process. Words 
within the text are traditionally weighted in 
accordance with a lexicon or dictionary with 
assigned positive/negative scores for each 
word. More sophisticated forms of senti-
ment analysis may see the use of different 
textual features, such as the distribution of 

words or the placement of words in relation 
to a set of negation terms (not, un-, no, nev-
er, etc.), which may alter the overall polarity. 
Intensifiers, such as ‘really’, ‘super’, ‘terribly’, 
and ‘pretty’, may also be used to increase 
or exaggerate the surrounding sentiment—
helping to provide some level of contextual 
information that is key to really understand-
ing sentiment in a text.

While conventional methods do not typically 
look beyond the content of the text, imple-
mentations of the aforementioned methods 
are simple, optimised, and widely available. 
When it comes to processing a large flow 
of raw data, quicker methods may produce 
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better outcomes at faster speeds. Moreover, 
when processing shorter texts (such as 
those found in tweets, for example) they 
tend to work much faster than more convo-
luted methods, which may take more time 
and computational resources to execute.

Conventional sentiment analysis can be 
particularly artless in its methods of senti-
ment determination through the use of lexi-
con-based weighting and aggregation alone. 
Furthermore, the sense of a word, i.e., its 
meaning in a given context, is not typical-
ly taken into account when weighting these 
words. For example: ‘Today is pretty bad’ 
and ‘That’s a pretty dress’ both contain the 
positive word ‘pretty’. However, when taken 
out of context, this word may produce incor-
rect sentiment scores due to rigidity of pre-
determined sentiment weights. ‘Pretty’ may 
also intensify the sentiment of the words 
around it, e.g. ‘bad’, and should therefore not 
be considered as a weighted word, but rath-
er as a multiplier to the weight of the sur-
rounding words.

While in simplistic and exceptional cases 
this is sufficient, more subtle forms of sen-
timent are typically used to convey covert 
forms of hate via targeted tweets and social 
media posts. Such subtle forms of commu-
nication do not carry the same features we 
might expect when decoding the sentiment, 
and so the methods we use to decipher 
them must adapt to overcome these newly 
introduced intricacies.

The current predetermined classifications 
established within sentiment analysis (pos-
itive, negative, and neutral) give us a fair-
ly generalised view of the sentiment within 

the text. Despite being highly effective when 
processing data such as reviews, they start 
to lose their effectiveness when processing 
information that is more colloquial, direct, 
and personal.

Toxic language detection
Toxicity or toxic language describes both a 
form of verbal/textual communication or an 
environment that caters for interactions whose 
aims are to threaten the identity, competence, 
and moral reasoning of one or more individu-
als. As with physical forms of toxicity, being the 
target of toxic communication can lead to one’s 
humanity or self-esteem being diminished.39

Often toxic communication can be sub-
tle or unnoticeable by subjects who are 
ill-informed of the context surrounding the 
communication. Context plays a large role 
in weighting the level of toxicity. Toxic com-
ments may only be perceived as offensive 
if the underlying context permits it. For 
example, recent developments in the news 
(politics or terrorism) may cause particular 
comments to become offensive due to the 
change in the political environment. The 
detection of toxic behaviour or language can 
therefore pose a rather difficult problem to 
solve. When we lack a concrete form of con-
text analysis, we can rely only on the words 
within toxic messages to classify their level 
of toxicity. Moreover, work on the detection 
of toxic messages and environments typi-
cally lacks any consideration of the scope 
in which the behaviour has been presented. 
Abstracting the context in which communi-
cations are present is considered a problem-
atic subject to address and solve, and so the 
consideration of context in natural language 
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processing (NLP) work is often overlooked 
or simplified.

As with most NLP phenomena, the type of 
toxicity and its intensity exist on a spectrum. 
Toxicity in general can be broken down into 
many subcategories which dictate how the 
messages and sentiments are displayed or 
broadcast. Simply providing a toxic environ-
ment for a target individual allows for harsher 
sentiment to be portrayed, as the baseline for 
normal interaction is lowered to that standard. 
Harsher sentiments are thus seen as neutral, 
with coarser sentiment being considered 
toxic. Conversely, environments where toxic 
behaviour is actively deterred may lead to 
the interactions between one another being 
considered toxic, due to the heightened sen-
sitivity that those individuals residing in such 
an environment display.

One should remain vigilant when expressing 
particularly subjective comments as they may 
be considered aggressive or toxic to another. 
Furthermore, when analysing the impacts 
of toxicity and its environment, one should 
also consider the effects that subtle forms of 
communication can have on proxy commu-
nities. Expressing a subtly offensive or toxic 
comment to an individual who may not find 
it offensive can create an overall acceptance 
or ‘okay-ness’ of such comment—leading to 
the damage of individuals the comments may 
have been referring to, without that communi-
ty being aware they are being offended. These 
communications, together with their toxic 
residence, can fester and grow into more and 
more offensive and overt forms of action.

Microaggressions can be considered a slightly 
more passive form of toxic communication 

with the goal of remaining covert when com-
municated. Typically microaggressions revolve 
around the general put-down of an entire race, 
country, gender, or sex, and conventionally 
stem from general ignorance and stereotypes. 
They can be usually be typed as sexual, racial, 
or classist, with generalisations and authority 
complexes forming the basis for many.

Assessing the technical challenges 
in multilingual space: A translation 
bias of open-source models

Language- and country-specific case studies 
require the same processing capabilities as 
the English language offers. In our experi-
ence the best performance and accuracy can 
be achieved when text is processed (using 
named-entity recognition, for example) in 
its original language using appropriately 
fine-tuned models. But due to the lack of 
availability of commercial and open-source 
models in different less supported languag-
es, language translation is one of the most 
popular and thus critical data normalisation 
and standardisation practices used by data 
scientists and analysts. 

A study of multilingual sentiment analysis dis-
covered that machine and manual translation 
can affect the sentiment and results of the 
analysis. This is because text analysis and 
sentiment-related issues, such as ambiguity, 
sarcasm, and synonymity, can become more 
problematic during translation. Additionally, 
retaining the sentiment of a piece of text 
can be an extra challenge.40 Another study 
focused on building a model to tackle the 
problem of machine translation for sentiment 
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analysis. The lack of resources, for example, 
the availability of labelled data in a specific 
language, is a common issue. The proposed 
results show that machine translation is 
sufficient for preserving sentiment. However, 
a misclassification can be caused by the in-
correct translation of English words.41 Finally, 
a paper focused on Russian-language trans-
lation looked at transfer learning to detect 
toxicity levels in Russian text. As a result, ma-
chine translation was considered a sufficient 
solution. However, it was demonstrated that 
the domain-specific training and testing play 
a crucial role in results, as the model trained 
on one specific domain did not perform well 
on text from another domain.42

There are commercial cloud-based scal-
able translators, such as Amazon Neural 
Translator,43 Google Cloud Translate,44 
Microsoft Azure-based Translator,45 and oth-
ers. However, due to rapidly growing open-
source communities, various open-source 
models and software have gained popularity 
among data scientists and engineers. In this 
section we present a quick overview of the 
currently most discussed translation mod-
els that could potentially support existing 
local data processing and experimentation 
pipelines. 

Accuracy estimation and comparisons of 
various translation services and text2text AI 
models are available, but might be difficult 
to interpret for less tech-savvy data ana-
lysts. Furthermore, we decided to show in 
a simplified manner the effect of the trans-
lation model on text-processing pipelines 
that must be considered when working on 
multilingual data corpora. 

Comparing translated messages with the 
original allows us to confirm that emotions are 
best interpreted in their original language. This 
is probably due to individuals being best able 
to articulate emotions in their first language 
rather than a second or third. Moreover, the 
availability of models for languages other 
than English is scarce, leading to the temp-
tation to simply translate to overcome this. 
However, translation of messages before 
processing (measuring toxicity or performing 
named-entity recognition, for example) with AI 
models tailored to well-supported languages 
like English has a drastic effect on the overall 
performance. Language models are still very 
limited in small languages due to lack of proper 
data sets; therefore translating text between 
less supported languages can result in un-
wanted effects of losing language specifics 
and wrongly translated expressions, and even 
names of organisations and persons. 

To demonstrate this phenomenon, we appro-
priate three popular pretrained translation 
models: M2M-100,46 NLLB,47 and the NVIDIA 
NeMo Neural Machine Translation model.48 
For a test we took Russian–English test data 
the from United Nations Parallel Corpus,49 
which consists of 4000 sentences. Every 
sentence from Russian to English was trans-
lated with each of these models, which result-
ed in a data set with the original Russian text, 
the original English text, and three English 
translated versions. To measure how close 
the translations were to the original English 
text, we decided to favour a quantitative ap-
proach and compute the text embeddings 
using sentence transformers,50 and measured 
the cosine distances between the original 
English text and each of the translated text 
sentences. This is rather a rough translation 
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quality estimation and shows only semantic 
similarity. Sometimes AI translation models 
yield generalised predictions (translations) 
that enclose the spoken/written idea ex-
pressed as a short summary. From a linguis-
tics perspective, the translation can be close 
to the original, but the semantic similarity 
may be relatively poor. Qualitatively, compar-
ing translation models is beyond the scope of 
this paper; however, we wanted to show that 

the chosen models perform with slight differ-
ences, and thus data analysts and program-
mers must take such differences into account. 
(Figure 2).

Despite the differences in semantic similari-
ties, and after manual validation, the selected 
models performed fairly well—in most cases 
the underlying idea was captured. But would 
these translations have an effect on sentiment 

FIGURE 3. The mean of all sentence toxicity scores per class is shown. Each predefined class denotes a par-
ticular type of toxicity present within the model. Original toxicity scores computed on Russian language text 
are denoted in yellow bars. In comparison, the scores computed on English translations are displayed in blue, 
orange, and grey. All toxicity scores are processed using the ‘Multilingual’ model. 

FIGURE 2. Naive translation model comparison (computed mean values from calculated cosine distances 
between original text and English translation)
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analysis? For this reason we pulled a sample 
of ~500 messages in the Russian language 
from a Kremlin-linked Telegram channel51 
and naively computed toxicity levels using 
the Detoxify52 model trained on the Google 
Jigsaw53 data set. In most cases there was 
usually not much difference in toxicity scores 
between translated and original documents; 
however, the translated document scores 
were lower, as shown in Figure 3.  

More granular analysis of estimated predic-
tion scores per class is shown in Figure 4, 
where we demonstrate two dominant classes 
present in the chosen sample corresponding 
to ‘toxicity’ and ‘insult’. Both classes seem to 
be similarly preserved by translation models 
with scores lower than when computed on 
the original text. One possible reason for this 
phenomenon is that models might be trained 
on curated data sets where strong, toxic 
words and expressions are rather excluded or 
changed to more general expressions. 
However, the results seem to be comparable 
and only indicate the importance of choosing 
the right model.

With this example we highlight an issue of 
translated data which must not be ignored 
in data processing pipelines, especially 
if we go beyond the polar emotions and 
detection of strong and toxic language. 
With microaggression, a more sophisti-
cated case of emotion which we attempt 
to deal with in this paper, the translation 
effect might be even stronger, and thus 
more generalised translations could cause 
important text features to be missed. 
This is particularly the case if data in less 
supported languages is being processed, 
for example, a language used in one of the 
Scandinavian or Baltic countries. To over-
come this, translators can be fine-tuned 
and adapted to country- and region-specif-
ic languages and their specifics. There are 
many options, but to name a couple, one 
can train and use Google AutoML54 custom 
translation models or train a custom model 
using Translated.55

One of the main challenges that must be 
addressed by data scientists and engi-
neers is the translation of slang words and 

FIGURE 4. Prediction score comparison per class present in the sample

A. Computed on selected text items with original 
‘toxicity’ scores > 0.2 (empirical threshold)

B. Computed on selected text items with original 
‘insult’ scores > 0.2 (empirical threshold)
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TABLE 1. Examples of translations using freely available web translation services and open-source models

Original message in Russian language

‘Мы уже писали о красивой обертке украинской пропаганды. По идее такие ролики должны были мобилизовать 
граждан и поднять их патриотический дух. Вот только одними роликами этого нельзя добиться. Нужно еще и в 
жизни подтверждать действиями красивые речи.’

Google translation 
Russian to English

DeepL translation 
Russian to English

LibreTranslate 
translation Russian 
to English

M2M-100 translation 
Russian to English

NLLB translation 
Russian to English

NeMo translation 
Russian to English

‘We already wrote 
about the beautiful 
wrapper of Ukrainian 
propaganda. In 
theory, such videos 
should have mobilize 
citizens and raise 
their patriotic spirit. 
That’s just this 
one cannot be 
achieved. It is also 
necessary in life to 
confirm beautiful 
speeches with 
actions.’

‘We have already 
written about the 
beautiful wrapping 
of Ukrainian 
propaganda. The 
idea was to mobilize 
citizens and raise 
their patriotic spirit. 
But these videos 
alone are not 
enough to achieve 
this. It is necessary 
to confirm the 
beautiful speeches 
in real life as well.’

‘We’ve already 
written about the 
beautiful sheep 
of Ukrainian 
propaganda. The 
idea was to mobilize 
citizens and raise 
their patriotic spirit. 
Only one skating 
can’t be done. You 
have to confirm the 
actions of beautiful 
speeches in your 
life.’

‘We have already 
written about 
the beautiful 
turn of Ukrainian 
propaganda. by the 
idea such rollers 
should have been 
to mobilize citizens 
and raise their 
patriot spirit. Here 
are only one rollers 
of this cannot be 
achieved.

It is also necessary 
in life to confirm 
beautiful speeches 
by actions.’

‘We have already 
written about the 
beautiful cover 
of Ukrainian 
propaganda. 
According to the 
idea, such videos 
should mobilize 
citizens and raise 
their patriotic spirit. 
You can’t do that 
with just videos, 
you have to show 
that you’re doing 
beautiful things.’

‘We have already 
written about the 
beautiful wrapping 
of Ukrainian 
propaganda. Ideally, 
such videos should 
have mobilized 
citizens and raised 
their patriotic 
spirit. You can not 
achieve this only 
by videos. You also 
need to confirm 
beautiful speeches 
in life.’

Original message in Russian language

‘А пока на Украине только раздают оружие каждому встречному и выпускают уголовников. Адекватные люди видят 
куда катится этот мир, естественно никто не хочет умереть.’

Google translation 
Russian to English

DeepL translation 
Russian to English

LibreTranslate 
translation Russian 
to English

M2M-100 translation 
Russian to English

NLLB translation 
Russian to English

NeMo translation 
Russian to English

‘In the meantime, in 
Ukraine they only 
distribute weapons 
to each meeting 
and produce 
criminals. Adequate 
people see where 
this world rolls, 
naturally no one 
wants to die.’

‘Meanwhile, in 
Ukraine they are 
only distributing 
weapons to every 
person they meet 
and releasing 
criminals. Adequate 
people see where 
this world is going, 
of course no one 
wants to die.’

‘In the meantime, in 
Ukraine, they only 
hand out weapons 
to each other and 
release criminals. 
Adequate people see 
where this world is 
going, naturally no 
one wants to die.’

‘And while in 
Ukraine they only 
give weapons to 
each meeting and 
release criminals. 
adequate people 
see where this world 
goes, of course no 
one wants to die.’

‘And while in 
Ukraine, they only 
hand out guns to 
every person and 
release criminals, 
the right people see 
where the world is 
going, naturally, no 
one wants to die.’

‘In the meantime, 
Ukraine is 
only handing 
out weapons 
to everyone 
and releasing 
criminals. Adequate 
people see where 
this world is going, 
of course, no one 
wants to die.’

Original message in Russian language

‘Очередной укронацист ожидаемо сдулся, испугавшись огласки и последствий за свои слова и действия.’

Google translation 
Russian to English

DeepL translation 
Russian to English

LibreTranslate 
translation Russian 
to English

M2M-100 translation 
Russian to English

NLLB translation 
Russian to English

NeMo translation 
Russian to English

‘Another dill was 
expectedly blown 
away, frightened 
by publicity and 
consequences 
for his words and 
actions.’

‘Another Ukronazi 
expectedly 
deflated, afraid 
of publicity and 
consequences 
for his words and 
actions.’

‘The next eclipse 
was expected to 
suffocate in fear 
of publicity and 
consequences for 
their words and 
actions.’

‘Another 
Ukronacist 
expected to 
sweat, afraid of 
the announcement 
and consequences 
for his words and 
actions.’

‘Another crooner 
is expected to fail, 
afraid of publicity 
and consequences 
for his words and 
actions.’

‘Another 
Ukronazist was 
expected to 
deflate, frightened 
by publicity and 
consequences 
for his words and 
actions.’
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phrases. In the example demonstrated in 
Table 1, we took three web translation 
tools—Google Translate,56 DeepL,57 and 
LibreTranslate58—and compared them with 
previously reviewed open-source models 
to assess59 how well these popular trans-
lators could translate our chosen sample of 
social media posts from Russian to English. 
Results were manually verified by an expert 
who is a Russian native speaker. 

DeepL produced the most accurate trans-
lation of messages from Russian to English 
compared with the other translation software, 
particularly when handling the translation of 
some slang words and phrases as highlighted 
in the table. When translating the Russian 
word rolik [ролик], LibreTranslate utilised the 
phrases ‘video’ and ‘skate’, which is an exam-
ple of ambiguity. Additionally, neither Google 
Translate nor LibreTranslate accurately trans-
lated the entire phrase containing the word. 
Like the first highlighted example, the second 
was incorrectly translated by Google and 

LibreTranslate, which caused an ambiguous 
meaning of the translated text, while DeepL 
managed to produce a meaningful result and 
fully correct translation. Specifically, looking 
at the Google and DeepL translations of ‘each 
meeting’ and ‘every person they meet’, the 
result from Google was a ‘direct’ translation 
of a specific word. It did not consider the 
surrounding context, while DeepL achieved 
the correct translation by taking into account 
the context. In the third highlighted example, 
DeepL was capable of translating specific 
slang widely used by the Russian public 
during the war in Ukraine. Finally, the last 
example shows how well DeepL and NeMo 
were able to translate text to English in terms 
of grammar, while the other two web trans-
lators, together with M2M-100 and NLLB, 
produced confusing results.

For a long time AI capabilities in NLP were 
mainly English-centric. However, the latest 
trends in translation models show that AI 
is becoming more multilingual and less 

Original message in Russian language

‘Но это повод не ослаблять хватку, а еще разок пройтись по персонажам и организациям, что привели подобных 
шовинистов к власти на территории Украины. Они виноваты в происходящем в ничуть не меньшей степени.’

Google translation 
Russian to English

DeepL translation 
Russian to English

LibreTranslate 
translation Russian 
to English

M2M-100 
translation Russian 
to English

NLLB translation 
Russian to English

NeMo translation 
Russian to English

‘But this is an 
occasion not to 
weaken the grip, 
but to walk around 
the characters and 
organizations again, 
which led such 
chauvinists to power 
in Ukraine. They are 
to blame for what 
is happening no 
less.’

‘But this is a reason 
not to loosen the 
grip, but one more 
time to go over 
the characters 
and organizations 
that brought such 
chauvinists to power 
in Ukraine. They 
are no less to 
blame for what is 
happening.’

‘But this is a reason 
not to weaken the 
grip, but to go back 
to the characters 
and organizations, 
which led such 
chauvinists to power 
in Ukraine. They’re 
guilty of nothing 
less.’

‘But this is a reason 
not to weaken the 
catch, but once 
again to go through 
the characters and 
organizations that 
led such shovinists 
to power on the 
territory of Ukraine. 
They are guilty of 
what is happening 
at no least.’

‘But this is not an 
excuse to weaken 
the grip, but to 
go through the 
characters and 
organizations that 
brought these 
chauvinists to power 
in the territory of 
Ukraine. 
They’re not 
to blame for 
anything.’

‘But this is an excuse 
not to loosen the 
grip, and once 
again walk through 
the characters 
and organizations, 
which brought such 
chauvinists to power 
in Ukraine. They 
are guilty of what 
is happening in no 
less degree.’
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English-centric. But in the long term we 
must not rely only on industry to lower local 
language-specific barriers. The respective 
country governments must help narrow 
the digital gap by involving leading local 
industry, research, and education players to 
increase the NLP capabilities in local lan-
guages and dialects, and thus balance out 
the bias in the current NLP language range. 
Cross-lingual capabilities must be regarded 
as critical digital infrastructure and thus 
addressed accordingly.

Beyond polar and toxic emotions: 
Detecting harmful expressions via 
a microaggression framework

Microaggression detection

Microaggressions (MAs) describe forms of 
hate that are particularly undetectable to 
either the recipient (typically different races, 
countries, genders, or organisations) or in 
some cases the offender themselves due to 
internal personal biases. The goal of a micro-
aggression is to attack an individual in a way 
that can be perceived as inconsequential or 
insignificant when analysed literally.

These forms of aggression, when broadcast 
on widely used platforms, can resonate 
with those of similar beliefs—and create a 
sense of acceptability and approval to be 
just as hateful without running the risk of 
being obviously unpleasant.

Motivation for MA detection

Clearly the content within subtly hostile 
text should not be the only defining factor 
for subtle sentiment detection, and we 
should also consider the structure, or the 
way in which something is said, as a crucial 
feature when analysing microaggressive 
text. Preliminary work on the use of struc-
ture-based features derived from RST, for 
example, has improved our current under-
standing of sentiment analysis and the 
way in which particular parts of a text can 
be hierarchically addressed to determine 
which are most important. Furthermore, the 
use of RST allows us to determine whether 
parts of the text are related to one another 
as contrasting, elaborative, or motivation 
points. These relationships can help us to 
decompose microaggressive texts to deter-
mine their structural composition. We can 
then encode their composition so that we 
can begin to train for the detection of these 
forms of hate speech.

For example, ‘hey honey, you’re going the 
wrong direction, the border’s that way’ or 
‘you’re cute for a dark-skinned girl’ tells us a 
lot about the conversation, but the sentiment 
can be misleading, as shown in Figure 5. 
The same goes for politically inclined posts/
comments, which are the main reason and 
motivation of this particular case study.
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Composition of MAs 

MAs superficially consist of benign words or 
phrases that, on the surface, do not appear to 
be overtly offensive or hateful. For example: 
‘You have lovely hair for a black person’; ‘Don’t 
worry about the hard work, leave that to the 
men.’ In both cases, the use of conventional 
forms of sentiment analysis will probably re-
solve each case as positive and neutral, re-
spectively. However, in both cases, they di-
rectly offend black and female individuals. 

FIGURE 5. A comparison of sentiment scores, computed using the open-source Cardiff sentiment analysis mod-
el (Hugging Face, Twitter-roBERTa-base for Sentiment Analysis, https://huggingface.co/cardiffnlp/twitter-rob-
erta-base-sentiment)

Sentiment scores –  
“hey honey, you’re going the 

wrong direction, the border’s 
that way”

Sentiment scores –  
“you’re cute for a dark-

skinned girl”

This type of aggression pushes the boundary 
of how much one can offend another without 
directly using any offensive words. We find 
that, in many cases, terms such as ‘black’, 
‘a black’, ‘black people’, ‘a white’, ‘Asian’, and 
‘native’ are used to offend or to marginalise 
people of colour, while not being directly 
offensive terms (Table 2).
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Table 2. Examples of microaggressions60
TABLE 2. Examples of microaggressions60

Class Subclasses Description and example

Attribute Attribution of stereotype Link some attributes to an individual based on their identity.

‘Girls just aren’t good at math.’

Alien in own land Marginalised individuals are foreign.

‘But where are you from, originally?’

Abnormality Marginalised individuals are abnormal.

‘Why do we need the word cisgender? That’s just normal people.’

Institutionalised Objectification Diminish the humanity of marginalised individuals.

‘If you don’t want to get hit on, wear a longer skirt.’

Criminal status Link a person’s identity to criminality, danger, or illness.

‘You look like a terrorist with that beard.’

Second-class citizen Marginalised individuals belong to low-status positions in society.

‘Oh, you work at an office? I bet you’re a secretary.’

Forced teaming Myth of meritocracy Differences in treatment are due to one’s merit.

‘They just cast actors who are best for it. Why does it matter if they’re all 
white?’

Denial of lived experience Minimise the experiences of marginalised individuals.

‘It was just a joke! You’re too sensitive.’

Ownership Anyone can have some claim to marginalised group experiences.

‘Why is it offensive for a white person to wear a bindi? It’s just jewellery.’

Othering Monolith All members of a marginalised group are identical.

‘My gay friend doesn’t have a problem with this show. I don’t get why 
you’re mad.’

Erasure Anyone can claim that an individual does not belong to that group.

‘Your mom is white, so it’s not like you’re really black, though.’
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Adding Structure to Unstructured Data

Introducing RST

RST outlines a method in which we can ab-
stract text in a hierarchical fashion. To do so, 
spans or EDUs must first be elicited from the 
text. These EDUs can then be joined back to-
gether according to how each span relates to 
its neighbouring spans. To do so, a set of rela-
tions is defined and assigned to pairs of spans 
to create subtrees. Each subtree can then be 
rejoined further with relations to produce the 
final RST tree. RST allows us to analyse how 
different spans relate to one another while 
outlining which spans are more important 
than and/or supplement others.

We can now begin to traverse this abstraction 
and consider, using a predefined weighting 
scheme, which spans may have more/less 
effect than others. To do so, we may arbitrar-
ily assign nuclei (spans of importance) with 

a weighting of 1, and satellites (spans that 
supplement nuclei) with a weighting of 0.5 
or 0, for example. These weights can then be 
embedded and repurposed when it comes 
time to classify micro-aggressiveness, toxici-
ty, or sentiment of a span. This then allows us 
to begin removing/reweighting less important 
spans of text that may hinder the accuracy of 
any chosen classifier.

Current practices of sentiment analysis tradi-
tionally take the data into account on a per-
word basis. The measurement of sentiment, 
whether we apply a deep learning or tradition-
al machine-learning approach, interprets the 
words and punctuation, typically referred to as 
tokens, as the main feature set for any model. 
While we can assemble words to represent a 
primitive form of context, we fail to capture 

TABLE 3. Intensification and negation examples

Word Type of context Description of impact

Not, neither, nor Negation

Inverts the sentiment of the words surrounding it:
That was not good  That was not good

That was neither good, nor great  That was 
neither good, nor great.

Really, excruciating, 
terribly, pretty

Intensifier

Increases the sentiment of words surrounding it:
I really enjoyed today  I really enjoyed today

I was in excruciating pain  I was in excruciating 

pain.
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the essence of the text—namely, its holistic 
structure and intention.

Practices such as intensification61 and ne-
gation analysis62 previously aimed to elicit 
forms of context by assigning structural 
value to particular words that are commonly 
related to the aforementioned methods 
(Table 3). While such methods imply a level 
of structure-based consideration and im-
provement, such information extracted us-
ing intensification and negation analysis 
does not correctly represent points or spans 
in the text that may also negate or intensify 
others. In essence, we would hope to benefit 
from widening the scope of both dependen-
cies within the text together with how each 
dependent is related to each other. Focusing 
primarily on words alone does not allow us 
to do so.

Within our framework, we have considered 
two weighting schemes that aim to quantify 
the abstracted hierarchy output by our RST 

parser. The light weighting scheme (0.5, 1.5) 
reduces less salient points to 50 per cent 
of their original weighting, and gives more 
salient points 150% of their original weight-
ing. This process happens recursively in a 
binary-tree-like fashion (Figure 6). 

In each instance we can clearly extract the 
most important parts based on those with 
the highest weights. Furthermore, we also 
show which parts of the text have the least 
relevance to the overall document/tweet 
being processed. 

In Figure 7(a) we can see that the EDU ‘look-
ing for more’ has far less weight and rele-
vance than ‘running out of money and crawl-
ing round the car for more’. Furthermore, 
‘I don’t like to peel prawns, I also don’t like 
going shopping’ has much more weight than 
both as it constitutes the main point of the 
entire message. 

Figure 7(b) demonstrates this concept fur-
ther, with the sentence ‘I am obese well so 
much for being unhappy for about 10 min-
utes’ being the most salient part again, with 
the supplementary points weighted far less.

Finally, Figure 7(c) demonstrates that even 
sentiment-carrying EDUs have less effect on 
the overall sentiment score due to their re-
assigned RST weights. ‘I have such fantastic 
friends’ is the most important point of the 
message, and is therefore weighted much 
higher than the rest. 

In each instance the overall reassigned senti-
ment score will be much more akin to the in-
tentions of the writer. The extracted text span 
that is weighted accordingly, specifically in 

FIGURE 6. Binary-tree representation of the RST 
abstraction. Weighting is represented in brackets, 
and bold numbers in red represent the compound-
ing weights as we traverse deeper into the tree.
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the self-deprecating message of Figure 7(b), 
best captures the true intention of the mes-
sage where traditional forms of sentiment 
analysis would fall short. 

FIGURE 7. Example of reweighted text
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Introducing DP

Another way of extracting the structured 
content from open-text data is dependency 
parsing,63 which the building of knowledge 
graphs requires when combined with NER. 
The use of the knowledge graph concept al-
lows the text to be broken down into small 
‘chunks’ where different entities are related 
by action or association. The entity relations 
in such phrases can theoretically include 
actions or associations with negative or 
positive sentiment, or even more sophisti-
cated microaggressive/aggressive expres-
sions or associations. Even further, auto-
mated narrative analysis also benefits from 
DP-based knowledge graphs.64

Applying DP to microaggressive or senti-
ment-carrying text allows us to establish de-
pendencies between text and, theoretically, 

a knowledge graph. The knowledge graph 
provides us with an interface whereby we 
can associate portions of the text with being 
microaggressive or as sentiment carrying. If 
noisy text surrounds the key microaggres-
sive points, other ‘back-up’ portions of the 
text, previously mapped to the knowledge 
graph (with indications of being microag-
gressive), allow us to quickly associate the 
overall input with being microaggressive.

While this work does not cover an applica-
tion of DP for sentiment analysis or MAs, this 
section aims to explore and summarise the 
current literature and understanding on sen-
timent analysis, together with determining a 
theoretical case study for the applications 
of DP on MAs.

No. Source Relation Target

1 Kyiv regime arranged terrorist Donetsk

2 Ukrainian Nazis hit city center

3 even wreckage managed terrifying consequences

4 dozens injured attack

5 These are ordinary – 

6 also chief Vladimir who lies subordinates

7 Now Ukrainian hiding in empty clown promises

TABLE 4. Extracted dependencies in a form of Source-Relation-Target
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Example of dependency parsing 
(Google-translated VK post)

Input: 

Today there was a terrible tragedy. The Kyiv 
regime arranged a monstrous terrorist at-
tack in Donetsk. Ukrainian Nazis, using the 
tactics of terrorists, hit the point ‘Point-U’ in 
the city center. The missile carried a prohib-
ited cassette charge, it managed to knock it 
down, but even the wreckage entailed terri-
fying consequences. As a result of the attack, 
20 people died, dozens were injured. These 
are ordinary civilians – women, old people, 
children. Responsibility for death of innocent 
people lies not only on military leaders who 
gave a criminal order, but also on the com-
mander in chief – Vladimir

65
 Zelensky, who 

did not respond to the crime of his subordi-
nates. Now the Ukrainian clown President is 
hiding in the bunker and continues to post 
calls to the West to close the sky over 
Ukraine, as well as to amuse ordinary 
Ukrainians with empty promises and bravura 
speeches.

Extracted dependencies are shown in Table 4. 

After dependency extraction, source–rela-
tion–target items can be merged into a single 
piece of text with an assigned message index 
to link an instance to the original message 
as displayed in Table 5, where the ‘Message 
index’ column represents a link to the orig-
inal message and ‘Extracted and tagged 
dependency’ is a merged dependency in the 
following form: [Source + Relation + Target]. 
Additionally, the MA score column illustrates 
the class assignment to define if an extracted 

No. Message 
index Source MA label

1 1 Kyiv regime arranged terrorist Donetsk 1

2 1 Ukrainian Nazis hit city center 1

3 1 even wreckage managed terrifying consequences 0

4 1 dozens injured attack 0

5 1 These are ordinary 0

6 1 also chief Vladimir who lies subordinates 0

7 1 Now Ukrainian hiding in empty clown promises 1

TABLE 5. Tagged Source + Relation + Target dependencies
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dependency is microaggressive or not.

For simplicity, if any extracted dependency 
from a specific message is found to be mi-
croaggressive, the whole original message 
can be flagged as microaggressive; therefore, 
the message with index one from the original 
data set can be tagged as microaggressive.

The process would lead to misclassifying 
microaggression within large messages 
where only a small part of the message is 
microaggressive and the rest of the mes-
sage is of neutral sentiment and does not 
contain microaggression.

Sentiment analysis using DP

One way of applying DP involves the propa-
gation of sentiment values, taken from core 
sentiment-carrying words, to other words 
that depend on/link to such core words.66 
Furthermore, dependents that invoke an in-
verting or intensifying action—for example: ‘I 
really didn’t like today’, in the case of inversion, 
and ‘I especially like today’, in the case of inten-
sification—are also propagated to dependent 
words to ensure that both the sentiment and 
its correct polarity are maintained. Finally, the 
accuracy of the propagations is enhanced by 
monitoring prepositional phrases, such as ‘To 
[subject | phrase]’ or ‘Of [subject | phrase]’, to 
improve the movement of sentiment across 
the target text.

A slightly different approach involves chunk-
ing phrases based on shallow traversals of 
the dependency tree.67 The pre-label corpus 
is appropriated to begin associating chunks 
(groups of leaves) and their dependents with 

the pre-labelled sentiment. Sentiments about 
particular products and topics (which the text 
is about) can then be perceived by producing 
an alternative dependency tree whereby the 
nodes of this new tree consist of the chunks 
produced by the first tree. We are then left with 
a dependency tree consisting of pre-labelled 
chucks, each of which depends on other 
chunks. We can infer a relation and therefore 
sentiment linkage between these chunks, 
which allows us to see how the sentiments 
have been conveyed to the aforementioned 
products or topics.

While this method does not produce scores 
for the text based on the dependents as 
with the RST, we can associate different 
spans of text (clusters within the DP tree) 
with sentiment scores taken from the 
pre-labelled corpus (or by manual tagging 
means) to learn which dependencies infer 
sentiment when given a target text.

To this point, DP-based MA analysis can 
follow such a blueprint. We propose a 
theoretical concept whereby dependent 
clusters are generated from the input MAs 
and their respective discourse parse trees 
accordingly. Dependencies for the core 
microaggressive text can be recorded 
and used in training for the sole purpose 
of understanding what forms of text or 
pattern are present which may indicate the 
presence of an upcoming MA.

Similar weighting schemes can be intro-
duced, based on the depth and traversal 
length, to denote an abstraction of weight. 
Dependencies that reside further away from 
the core MA can be considered less likely to 
indicate MAs, with those closer being more 
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likely. Figure 8 shows two clusters formed 
using the aforementioned methods, creating 
[why, do, n’t, you, let] and [the, real, men, do, 
the, work].

FIGURE 8. Trivial dependency-parsed microaggression

At this point, this abstraction of the MA un-
covers three distinct features: firstly, the 
verb ‘let’ is a strong indication of an im-
pending MA; secondly, the cluster that de-
pends on the verb is likely to be microag-
gressive; and finally, the cluster which the 
verb depends on indicates the MA ‘set-up’. 

FIGURE 9. Non-trivial dependency-parsed microaggression

While this example is trivial, we can see in 
Figure 9 a similar form of set-up and deliv-
ery between two distinct clusters within the 
dependency tree. 

Part-of-speech (POS) patterns, the words 
themselves and the cluster as a whole, 
should be considered for both the set-up 
and delivery of the MA. Arguably, the set-up 
of an MA should be identified with more 

importance than the MAs themselves. To 
remain entirely unbiased, when detecting 
such forms of subtle hate, is key due to 
the intense levels of subjectivity present in 
the nature of microaggressive text. Ideally, 
models should be trained to look beyond 
the words present within the text and focus 

solely on the structure, conformity, and 
composition alone, to avoid hyper-specialis-
ing in only a select few ‘genres’ of microag-
gression, e.g. sexist and racist aggressions.
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The main motivation for such a proposition, 
after demonstrating MA detection through 
RST, is to explore how other forms of 
similar structure abstractions may lend 
themselves to the detection of subtlety in 
a text. RST has provided us with the base 
understanding of MAs through structure; 
however, we wish to lay the groundwork 
for other forms of structural analysis to 
see how they may fare when compared to 
RST. We understand that RST is not the 
be-all and end-all solution to this problem 
and hope to provide inspiration as well as 
this technical review to outline the criteria 
required to utilise another comparable 
method of structure elicitation.

Another key motivation for structure-based 
themes within the case studies present 
in this report stems from this core 

understanding that words alone are not 
enough for detecting anything more than 
overtly sentiment-carrying text. As soon as 
these key features are stripped or replaced 
with alternative, less offensive terms or 
phrases, the current methodologies, reliant 
on these features, begin to crumble.

Structure plays an important role in analys-
ing author intent, together with providing 
a new medium to be quantified for use in 
classification methodologies. To effectively 
abstract the structure of a piece of text 
allows us to instantly consider sentences 
composed of similar or the same words 
that mean entirely different things. Such 
an understanding can allow us to teach 
models to read text in the same way that 
humans do so—deciphering more than just 
sentiments and toxicity/MAs alone.
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Case Studies 

Test design

To better illustrate our approach, we intend to 
break down the process of eliciting structure 
through RST by demonstrating first and 
foremost the application of RST in two dis-
tinct case studies. Firstly, we apply RST to 
sentiment analysis in a conventional manner, 
described in previous work,68 followed by a 
similar procedure which instead applies the 
structure-based abstractions created by RST 
to MAs. The tools appropriated are shown in 
Table 6. <6a69,6b70,6c71,6d72,6e73 >

We abstract the process into three stages. 
Stage 1 aims to showcase our chosen 
case study without any consideration of 
structure. We do so to provide a respectable, 
comparable baseline for the following stages 
to adhere to. Stage 2 uses the concepts of 
RST in a coarse-grain assessment, with text 
being considered as a collection of disjointed 
EDUs produced by the HILDA RST parser (see 
Table 6). Providing this intermediary stage 
allows us to assess whether breaking down 
text into constituent parts improves the 

accuracy or understanding of the text in any 
way. Finally, in stage 3, we fully integrate the 
weights produced from the RST abstraction 
to accurately assign higher weight to some 
parts of the text than others. 

For the stages where RST is used, we first 
generate an RST abstraction of each input 
text to begin calculating the preliminary 
weights needed to alter those determined by 
our sentiment- and MA-trained model.

Theoretically, the most salient sentiment- or 
MA-carrying text should appear as nuclei, 
with supplementary points or noise appearing 
in the satellites. RST will allow us to reweight 
these points such that the scores generated 
by our machine-learning models are properly 
considered and weighted.

This added stage of structural consideration 
lets us pinpoint the most important parts of 
the text and allows those to direct the classifi-
cation rather than circling or irrelevant points.

Tool Description

RST parser, HILDA69 HILDA is an RST parser which takes input text and generates an 
RST tree for use in traversal

Cardiff pretrained sentiment transformer70 A pretrained roBERTa model for the detection of positive, 
neutral, and negative sentiment within text

Toxicity classifier71 Our trained classifier72, based on Microsoft’s DeBERTa-V3-
base73, estimates a level of toxicity within a target text

TABLE 6. Tools used in the case study
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Sentiment and RST

In our first case study we assess the flow of the 
three stages within the context of sentiment 
analysis and RST. Our aim is to demonstrate 
the effectiveness of RST/structure-based 
analysis in a well-known environment. Doing 
so provides us with a clearer transitive hy-
pothesis for the application of RST and MAs.

Stage 1: sentiment accuracy scores 
baseline (before RST segmentation + 
weighting)

Preliminary results demonstrate the appli-
cability of our chosen sentiment model. This 
provides a much better grounding for the 
introduction of RST weighting. In this instance, 
we parse the entire sentence/input text as a 
whole. Our pretrained transformer classifies 
the entire sentence as a whole—taking into 
account both the text that is most relevant to 
the sentiment and the surrounding, noisy text. 
While classification in this manner is faster if 
inputs without any significant preprocessing 
or cleansing are used, the results may be less 
accurate. We now move to stage 2, whereby 
the consideration of the input text and its 
structure is taken into account.

Stage 2: sentiment accuracy scores 
(RST segmentation) 

We next process the text in accordance 
with RST’s segmentation rules. Sentences/
input text are broken down into smaller EDUs 
to be further constructed into RST trees. 
Segmenting in this manner allows us to break 
down the text into parts that potentially have 
more meaning than others. While in this 
stage we do not weight each EDU based on 
a theoretical pecking order (using weighting 
schemes74), we hope to demonstrate that, 
structurally, particular parts of a sentence or 
tweet may have radically different sentiments 
from its surrounding text or EDUs. Therefore, 
this stage of preliminary sentiment analysis 
purely aims to demonstrate the transition 
between holistic sentiment analysis and 
structure-based RST sentiment analysis.

Our results in this test demonstrate that there 
is an overall stability in determining neutral 
sentiment. Our model in this instance is bet-
ter at identifying neutral sentiments; many 
of the EDUs that supplement other, more 
important EDUs (elaboration relations and 
justification relations, for example) are likely 
to have neutral sentiments, for example: ‘we 
further show…’, ‘… to come out ’, etc. These are 
then weighted more evenly, without any RST-
directed weighting to decide otherwise, and 
are likely to push the score to a more neutral 
sentiment overall.
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Stage 3: sentiment accuracy scores 
(RST segmentation + RST weighting)

This subsequent stage aims to combine 
practices from stages 1 + 2 to converge at 
our structure-based sentiment methodology. 
Weights are produced through the traversal 
of the RST tree (see Figure 6) to utilise the 
structure produced by our RST parser. In 
each case, the root node will pertain to the 
relationship between the most salient and 
least salient subtrees. Each subsequent tree 
is split in this manner until the most important 
point resides as the leaf/destination of the 
most important traversal route, i.e. following 
the nucleus route until you reach the leaves 
(see Figure 10).

FIGURE 10. Following the nucleus route until we 
converge at the most important leaf, in this instance 
segment 1a

 

When weighting the text using RST, we can 
instantly see an improvement in both the 
accuracy and stability of classification. While 
RST + sentiment analysis has not drastically 
improved the classification accuracy to a near 
perfect point, the stability in which it was able 
to distinguish between our chosen classes 

has improved considerably. Furthermore, we 
have demonstrated the need for weighting, 
when compared to stage 2.As stage 2’s results 
show a significant drop in accuracy, we can 
attribute this to the bias created towards neu-
tral and positive results. It is not uncommon 
for individuals to mask their true sentiment 
with overly positive tones; however, in the 
case of segmentations, RST extracts spans 
that serve to build upon sentiment-heavy 
points. Such spans tend to be neutral in tone, 
but when tagged as positive (due to their 
presence within positive sentences/texts), 
they tend to be mis-tagged in such instances.

For example: ‘I really admire the autumn 
leaves, the way they lie on the road, they 
look beautiful.’ When viewed as a whole, we 
know the sentence’s overall sentiment is 
positive; however, when we break down the 
sentiment into each span, we can tell that 
only two of the spans are indeed positive: ‘I 
really admire the autumn leaves’ and ‘they 
look beautiful’. The middle span, however, 
expresses an overall neutral sentiment. 
When pre-tagging each span for learning, 
we would automatically assume that span 2 
(‘The way they lie on the road’) is positive, 
but when classified separately, such a span 
would be considered neutral.

Stage 3 allows us to take an example such 
as in stage 2, and weight each span accord-
ing to its overall importance to the text. We 
know that span 1 is the most important, fol-
lowed by spans 2 and 3. Weighting in such a 
manner will allow better assessment of the 
sentiment of the overall sentence due to our 
new-found consideration of the subtleties 
within the writing.
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MAs and RST

As with the above comparisons made with 
RST and sentiment, we aim to employ a 
similar set of reasonings and methodologies 
to assess the impacts of MA detection using 
RST (Figure 11).

This section aims to also follow a three-stage 
process whereby we first assess the power 
of our pretrained transformer model on pre-
tagged MAs. This allows us to generate a 
benchmark for building our further under-
standings when RST is introduced.

FIGURE 11. Average MA analysis scores for each stage

 

Next, we move to stage 2, where we apply 
our MA model + RST segmentation to assess 
the impacts of classifying segmentations 
separately from their overall context and text 
they reside within.

Finally, we apply weightings to these seg-
mentations to better rank each segment and 
their MA scores. Theoretically, RST should 
segment the text in such a way that the 

most important, microaggressive, parts are 
weighted properly. In addition, we hope to 
demonstrate the further improvements RST 
bestows on simplistic classification models.

Stage 1

Preliminary results show a general stabil-
ity of our pretrained MA classifier when 
attempting to classify MAs within generic 
neutral-sentiment-carrying text. Much of 
the overall microaggressive sentiment is de-
tectable. However, the stability with which 
results can be accurately reproduced and 

validated is dwindling. Basic precision, re-
call, and F1 results demonstrate proficiency 
when trying to detect the non-orthogonal 
multiple access (NoMA) class. However, the 
stability drastically declines when we try to 
detect the MA class. We can attribute this 
lack of stability to the nature of microag-
gressive text. Typically, the core MA is sur-
rounded by largely neutral text, and the MA 
text itself often consists of largely neutral 
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text. The classifier therefore performs well 
in this stage for NoMA instances, as our 
NoMA training data is built from mostly 
neutral text to avoid misclassification with, 
and to increase distinction from, other sen-
timent-heavy text. Following the previous 
case study, we now move to stage 2, where-
by the text is decomposed into our EDUs. 

Stage 2

While breaking down the text into units 
provides a very slight increase in accuracy 
when applying our model, we still find that 
there is a lack of stability when trying to 
determine units within microaggressive 
text that aren’t in fact microaggressive. 
Many MAs can be broken down into units 
that contain MAs and those that set up a 
sense of context for the aggression. As we 
are not weighting for the units based on 
their importance in this stage, these units 

are equally important within the overall 
microaggressive score.

Stage 3

Breaking down MA EDUs into their constituent 
parts allows us to analyse more closely the 
crux of the MA. We can see from our tests 
that breaking down text into our EDUs pro-
vides our MA model with more concentrated 
microaggressive input data for the model to 
classify. Moreover, the added weights from 
our RST weighting scheme fine-tunes the 
outputs to better consider the parts of the 
text that are most important. This follows 
our theory well, as the use of RST allows us 
to mark the microaggressive portions thus. 
Furthermore, our negative class (consisting 
of highly neutral texts), when processed in a 
similar fashion, loses much of its context—
causing the machine-learning model not to 
detect any form of sentiment within it.
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Summary
Overall, there is a marginal improvement 
when applying our weighting methodology to 
each of our chosen case studies (Figure 12). 

Our case study of sentiment shows a very 
slight improvement when applying RST 
weights to our pretrained transformer. While 
the improvements are minimal, the overall 
stability in classifying positive and negative 
sentiment has improved significantly. This is 
important, as we want to guarantee that in 
these instances we will always be 70 per cent 
sure that the sentiment classifier will pick the 
correct class.

Moving to the MA case study, we find that our 
RST weights have significantly improved both 
the stability and the accuracy in detecting 
MAs. It is clear that noise reduction drastical-
ly improves the overall results produced from 

the pretrained MA transformer, as we do not 
need to worry about the potentially noisy text 
leading up to the main point that displays the 
microaggressive text. 

Traditional microaggressive comments and 
messages contain a large range of neutral 
phrases surrounding the core, offensive, text 
span, and RST has been shown to pinpoint 
the correct spans of text that display the 
most microaggressive comments. 

FIGURE 12. Overall comparison of methods (accuracy scores) for each case study
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Recommendations to Data Scientists and 
AI Enthusiasts in NATO
Information environment assessment often 
requires dynamic and agile analysis which 
indicates the use of SMM tools. We have as-
sessed and benchmarked a few of the most 
popular ones.75 However, relying on big tech 
solutions is not always a reliable way to plan 
and implement the technical capabilities for 
information environment assessment (IEA). 
More tech-savvy analysts can leverage the 
opportunities enabled by the rapidly growing 
open-source community, but the models and 
data sets used must be correctly assessed. 
Therefore eliminating bias in open-source 
data sets is crucial. 

AI-supported NLP tasks currently support 
more widely spoken languages. Less com-
monly spoken languages are being analysed 
only after translation into a better supported 
language, which risks the loss of specific 
local language details. This is especially 
important to bear in mind when researching 
hate speech or looking for milder hostile 
aggressive patterns in local languages other 
than English. We have shown that popular 
language models indeed lead to differences 
in performance, and therefore encourage 
data analysts to pay extra attention to this 
in their data-processing routines.
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Conclusions and Recommendations

AI steers towards intelligent user 
interfaces. 

The latest large model AI solutions demon-
strate state-of-the-art performance and 
enable the development of intelligent human–
computer interfaces with high-level interac-
tion with unstructured data. For example, 
models similar to Davinci (OpenAI) allow you to 
request and thus extract specific information 
from data by simply forming your query as a 
question. However, training, deploying, and 
maintaining large language models like Big 
Science Bloom76 can become a resource-de-
manding task, and cloud API solutions can 
still be too pricey, thus limiting the use of 
such large models at scale. With this in mind, 
smaller transformer-based models are not 
going away, and smaller organisations and 
individuals due to various impracticalities will 
stick to these more classical and convention-
al solutions in the near future. However, the 

issue of intelligent user interfaces is gaining 
momentum, and we will see a greater shift 
towards the use of large language models in 
data processing pipelines.

NLP lacks capabilities in small 
languages.  

The governments, organisations, and insti-
tutions of NATO and partner countries must 
address current AI challenges and focus on 
adjustments to local language specifics in or-
der to ensure equal IEA capabilities. Therefore, 
equal NLP capabilities in defence should be 
regarded as part of the critical infrastructure 
that can be solved by industry and the educa-
tion system. Establishing stronger bonds with 
top industry leaders and universities across 
the NATO countries can decrease the bias in 
language processing capabilities. 

Estimating emotions is challenging, but ex-
tracting structured data from unstructured 
text can help us go beyond polar emotion 
detection. There is a lot for every data analyst 
and practitioner to consider when using AI 
to generate data insights. We demonstrated 
in this report that there are many ways we 
can enhance our conventional preprocessing 
pipelines. It is time to go beyond simple polar 
emotions that are less informative. Google 
Jigsaw’s emotion classifier is an interesting 
addition to polar emotions. However, we see 
that classifiers are inaccurate and unable 
to distinguish between readers’ responses 
to toxic comments or someone spreading 

The governments, organ-
isations, and institutions 
of NATO and partner 
countries must address 
current AI challenges and 
focus on adjustments to 
local language specifics in 
order to ensure equal IEA 
capabilities.
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hate speech. Here we see a clear benefit of 
extracting more structured content from 
unstructured textual data. When we read 
text, our brains unconsciously weigh different 
parts of sentences by assigning importance 
to relevant pieces, allowing us to remember 
only what is important. RST in a way mimics 
this weighing and allows us to extract rele-
vant text spans from longer pieces and thus 
run those through data processing software. 
Extracting what is important enables us to 
improve the overall IEA capability. 

This could also allow us to consider more 
closely the author’s intentions and rela-
tionships they have formed within the text. 
Further work can assess the significance of 
these relations as a means of subcategorising 
forms of MAs, i.e., associating relationships 
with different kinds of microaggressive pres-
entations. Clearly text alone does not suffice 
when trying to classify more subtle forms of 
hate speech and sentiment. Traditional meth-
ods used for sentiment analysis also provide 
no solid footing when such sentiment is pre-
sented in more covert and interpreted ways. 

While our chosen methods of abstracting 
structure do not fully solve the issue of 
subjectivity within microaggressive text, it im-
proves our understanding of what constitutes 
a microaggression. Furthermore, as shown 
in previous research,77 text preprocessing 
decompose.

As discussed previously, other forms of 
feature extraction in text beyond the textual 
information itself enable an analyst to better 
understand the context and amalgamation of 
the messages they are classifying. Learning 
how an author has put together a message 

offers a rich, untapped information source that 
can provide an analyst with the ‘story’ of how 
and why the message was assembled. We may 
also learn a sense of the author’s psychology 
by analysing how parts of the text are related 
to one another. For example, if the author tends 
to thoroughly elaborate on parts of the text, we 
can infer that they are a descriptive individual; 
however, if they tend to express contrasting 
opinions, we may find that they are less con-
fident in their writing or understanding of the 
topic they are writing about.

When analysing messages and tweets from 
offensive or anti-West groups/individuals, 
for example, this information can tell us how 
radicalised such a group is based on their 
confidence on the topic they are broadcast-
ing. Early detection of someone who is being 
groomed or radicalised can be achieved by 
measuring the level of insecurity such a per-
son displays when conveying their ‘opinion’.

Regaining trust in sentiment analy-
sis using SMM tools is an important 
long-term investment. 

We encourage SMM tool vendors to become 
more transparent about the underlying 
AI text-processing pipelines they use. 
Sentiment analysis, for example, is often 
inaccurate because mostly it relies on a few 
factors, such as the tone of the text, the 
context of the text, and the use of positive or 
negative words. Vendors are selling today’s 
tools with the promise of tomorrow without 
acknowledging that the aforementioned fac-
tors can often be misinterpreted, leading to 
inaccurate sentiment analysis or any other 
type of emotion classification. They should 
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also be transparent about the data used to 
train their text-classification models. An 
open discussion on class diversity and bias 
should be initiated and maintained, especial-
ly if SMM tools are used in a political context 
to analyse audiences and measure/monitor 
hostile (communications driven by hostile 
actors), own (our own communication 
efforts), and earned (communication that 
resulted from our communication). Being 
transparent about how well the classifica-
tion model performs among different topics 
builds trust. Emphasising their strengths 
among various topics (business, health, 
politics, etc.) could help evaluate the prod-
ucts of these companies more efficiently. 
Also, AI text-processing pipelines are often 
slow and resource-intensive, which results 
in more expensive infrastructure and thus 
hinders these vendors from adapting and in-
tegrating AI-based processing more widely. 
Finally, the most precise results still require 
manual work to clean and correct them, 
which leads to an increase in the cost of the 
subscription fee. 

As our study shows, there are tricks and tips 
these companies could research more deep-
ly and adapt to their systems. AI is getting 
better and more efficient, but companies 
must not use the hype and promises of to-
morrow to sell their products now. Instead, 
transparency and honest and realistic eval-
uations will help those companies become 
the most trusted market players.
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